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Shape Optimization of an Arterial Bypass in Cardiovascular 

Systems 

 

 A.R. Nazemi,1, M.H. Farahi2 

 
A high performance numerical technique in the study of aorto-coronaric bypass anastomoses 

configurations using steady Stokes equations is presented. The problem is first expressed as 

an optimal control problem. Then, by using an embedding method, the class of admissible 

shapes is replaced by a class of positive Borel measures. The optimization problem in 

measure space is then approximated by a linear programming problem. The optimal measure 

representing optimal shape is approximated by solving this finite-dimensional linear 

programming problem. An illustrative example demonstrates the effectiveness of the method.  
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1. Introduction 
 

When a coronary artery is affected by a stenosis, the heart muscle cannot be properly oxygenated 

through blood. Aorto-coronaric anastomosis restores the oxygen amount through a bypass surgery 

downstream an occlusion (see Figure 1). Improving the blood flow or hemodynamics in the synthetic 

bypass graft is an important element for the long-term success of bypass surgeries. It may also 

suggest new means in bypass surgical procedures as well as less invasive methods to devise new 

shape in bypass configuration [21].  

 

In recent years, a number of algorithms for fast numerical solution of optimal shape design of an 

arterial bypass have been developed. For examples, Agoshkov et al. [3] applied optimal control by 

perturbation theory and provided a new approach to the problem, with the goal of improving arterial 

bypass graft on the basis of a better understanding of fluid dynamics aspects involved in the bypass 

study. Rozza [24] numerically investigated a reduced model based on Stokes equations and a 

vorticity cost functional (to be minimized) in the down-field zone of bypass based on an adjoint 

formulation. Quarteroni et al. [22] proposed a feedback procedure with Navier-Stokes fluid model 

based on the analysis of wall shear stress-related indexes. Zahab et al. in [6] discussed creation of a 

shape optimization suite consisting of a genetic algorithm, a meshless computational fluid dynamics 

solver, and an automated preprocessor. Finally, Abraham et al. in [1] and [2] presents some numerical 

studies of non-Newtonian effects on the solution of shape optimization problems involving steady 

and unsteady pulsatile blood flow, in an idealized two dimensional arterial graft geometry.  

 

Figure 2 shows a picture of the human heart. Its functioning is very complex and various research 

teams are currently trying to develop satisfactory mathematical models of its mechanics, which 

involves, among other things, the study of electro-chemical activation of muscle cells. We will not 

cover this aspect here, but we concentrate on vascular flow and, in particular, flow in arteries. We 
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apply optimal control theory for shape optimization of aorto-coronaric bypass anastomoses based on 

an embedding method. We may encounter some aspects of this method in comparison with other 

numerical methods for optimal shape design problems. The method is not iterative, it is self-starting, 

and it is not restricted to differentiable cost functions. Due to these features, this approach has been 

successfully used to solve a variety of control, optimization and shape design problems (see [7]–[11], 

[13]–[20] and [25]).  

 
Figure 1: Simplified bypass model [22] 

  

 Figure 2. The human heart [23] 
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2. Mathematical Modelling of the Problem  
 

Consider an idealized, two-dimensional bypass bridge configuration as in Figures 3, 4 and the 

domain on Figure 5, where the dotted line represents geometry of the complete anastomosis; Γ𝜔2 is 

the section of the original artery, Γ𝑖𝑛 is the new anastomosis inflow after bypass surgery, Γ𝑜𝑢𝑡 is the 

anastomosis outflow.  
 

We consider the following steady Stokes problem [3] in a domain Ω ⊂ ℝ2 with boundary Γ:  

 

 

{
 
 
 

 
 
 
−𝜈Δ𝑣 + 𝛻𝑝 = 𝐹 𝑖𝑛 Ω,

𝛻. 𝑣 = 0 𝑖𝑛 Ω,

𝑣 = 𝑣𝑖𝑛 𝑜𝑛 Γ𝑖𝑛 ,

𝑣 = 0 𝑜𝑛 𝑓 ∪ Γ𝜔3 ,

−𝑝. 𝑛 + 𝜈
𝜕𝑣

𝜕𝑛
= 𝑔𝑜𝑢𝑡 𝑜𝑛 Γ𝑜𝑢𝑡 ∪ Γ𝜔2 ,

 (1) 

 

where 𝑣 = (𝑢, 𝑣)𝑇  is the velocity, 𝑛 = (𝑛1, 𝑛2)
𝑇  is the outward unit normal vector on Γ, 𝐹 =

𝐹(𝑥, 𝑦)  is a force field, 𝑣𝑖𝑛 = 𝑣𝑖𝑛(𝑥, 𝑦) , 𝑔𝑜𝑢𝑡 = 𝑔𝑜𝑢𝑡(𝑥, 𝑦)  are given vector functions, 𝜈 =

𝑐𝑜𝑛𝑠𝑡 > 0 is a kinematic viscosity, 𝑣𝑓 = {𝑣𝑖𝑛 𝑜𝑛 Γ𝑖𝑛;  0 𝑜𝑛 𝑓 ∪ Γ𝜔3}, and 𝑓 represents the sensible 

part of the bypass bridge determined.  

The family of admissible sensible part 𝑓 is characterized by  

 𝒰𝑎𝑑 = {𝑓 ∈ 𝐶
11([0, 𝑎]);  𝛽1 ≤ 𝑓(𝑥) ≤ 𝛽3,  for all 𝑥 ∈  [0, 𝑎] }, (2) 

where 𝐶11 denotes the space of functions whose first derivatives are Lipschitz continuous, and 𝛽1 

and 𝛽3 are given constants.  

 

Figure 3. Idealized, 2-D bypass bridge configuration 

 

Figure 4. The dotted curve represents a possible shape variation 
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 Figure 5. The dotted curve 𝒇 represents the portion of the boundary that is subjected to change  

 
The weak statement of (1) reads: find 𝑣 ∈ (𝐻1(Ω))2 and 𝑝 ∈ 𝐿2(Ω) such that  

 

 {

𝑎(𝑣,𝜑) = 𝑏(𝑝, 𝜑) + 𝑔(𝜑) ∀𝜑 ∈ 𝒜,

𝑏(𝜓, 𝑣) = 0 ∀𝜓 ∈ 𝐿2(Ω),

𝑣 = 𝑣𝑓 𝑜𝑛 Γ𝑖𝑛 ∪ 𝑓 ∪ Γ𝜔3 ,

 (3) 

 

where with 𝜑 we indicate test functions, 𝒜 = {𝜑:𝜑 ∈ (𝐻1(Ω))2, 𝜑 = 0 𝑜𝑛 Γ𝑖𝑛 ∪ 𝑓 ∪ Γ𝜔3} and 

 

𝑎 (𝑣, 𝜑) = ∫𝜈
Ω

𝛻𝑣. 𝛻𝜑𝑑𝑥𝑑𝑦, 

𝑏 (𝑝, 𝜑) = ∫𝑝
Ω

𝛻. 𝜑𝑑𝑥𝑑𝑦, 

 𝑔(𝜑) = ∫𝐹
Ω

. 𝜑𝑑𝑥𝑑𝑦 + ∫ 𝑔𝑜𝑢𝑡
Γ𝑜𝑢𝑡∪Γ𝜔2

. 𝜑𝑑Γ. 

 

3. Transformation onto Fixed Domain  
 

In this section, we transform the problem (3) in weak variational form into a problem on a fixed 

domain. This is an efficient technique used in a variety of optimal shape design problems, for instance, 

see [16, 17, 18]. 

Let us consider domains Ω1 = {0 ≤ 𝑥 ≤ 𝑎, 0 ≤ 𝑦 ≤ 𝑓(𝑥)},  Ω2 = {0 ≤ 𝑥 ≤ 𝑎, 𝛽2 ≤ 𝑦 ≤ 0}, and 

Θ = Θ1 ∪ Θ2, as shown in Figure 6. Assume that 𝑓(𝑥) > 0, and consider the following variable 

transformations: 
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  Figure 6. Transformation of the domain 

 

𝑇−1: Ω1 ∪ Ω2 → Θ, 

𝑇−1(𝑥, 𝑦)𝑇 = (�̃�, �̃�)𝑇, 

 

where 𝑇−1 is the identity in Ω2, and 𝑇−1(𝑥, 𝑦)𝑇 = (𝑥,
𝛽1𝑦

𝑓(𝑥)
)𝑇 in Ω1.  

The Jacobian of 𝑇, for all (�̃�, �̃�) ∈ Θ1, is defined as:  

 

𝐽𝑇 = (

1 0
�̃�𝑓′(�̃�)

𝛽1

𝑓(�̃�)

𝛽1

) ,   det 𝐽𝑇 =
𝑓(�̃�)

𝛽1
> 0. 

 

Let 𝑣(𝑥, 𝑦) = 𝑣(𝑇(�̃�, �̃�)):= �̄�(�̃�, �̃�). Then 𝛻𝑣(𝑥, 𝑦) = (𝐽𝑇−1
𝑇 )𝛻�̄�(�̃�, �̃�), where  

 

𝐽𝑇−1 =

[
 
 
 
 
𝜕�̃�

𝜕𝑥

𝜕�̃�

𝜕𝑦
𝜕�̃�

𝜕𝑥

𝜕�̃�

𝜕𝑦]
 
 
 
 

. 

 

The same relations exist for 𝑣(𝑥, 𝑦), 𝜑(𝑥, 𝑦), 𝜓(𝑥, 𝑦), 𝑝(𝑥, 𝑦), 𝐹(𝑥, 𝑦), 𝑔𝑜𝑢𝑡(𝑥, 𝑦), and 𝑣𝑖𝑛(𝑥, 𝑦).  

Using the chain rule, for each scalar function Φ(�̃�, �̃�), we have  

 

 

{
 
 

 
 𝜕𝛷

𝜕𝑥
=
𝜕𝛷

𝜕�̃�
− 𝛽𝑦

𝑓′(𝑥)

𝑓2(𝑥)

𝜕𝛷

𝜕�̃�
,

𝜕𝛷

𝜕𝑦
=

𝛽

𝑓(𝑥)

𝜕𝛷

𝜕�̃�
.

 (4) 

 

To simplify the notations, from now on we will set (unless otherwise specified): 

  

�̃� = 𝑥, �̃� = 𝑦, �̄�(�̃�, �̃�) = 𝑣(𝑥, 𝑦), �̄�(�̃�, �̃�) = 𝜑(𝑥, 𝑦), �̄�(�̃�, �̃�) = 𝜓(𝑥, 𝑦), �̄�(�̃�, �̃�) = 𝑝(𝑥, 𝑦), 

�̄�(�̃�, �̃�) = 𝐹(𝑥, 𝑦), �̄�𝑜𝑢𝑡(�̃�, �̃�) = 𝑔𝑜𝑢𝑡(𝑥, 𝑦), �̄�𝑖𝑛(�̃�, �̃�) = 𝑣𝑖𝑛(𝑥, 𝑦). 
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Now, with the new variables, (3) is written as follows:  

 

 {

𝑎(𝑓; 𝑣, 𝜑) − 𝑏(𝑓; 𝑝, 𝜑) − 𝑔1(𝑓; 𝜑) = 𝑔2(𝜑) ∀𝜑 ∈ ℬ,

𝑏(𝑓; 𝜓, 𝑣) = 0 ∀𝜓 ∈ 𝐿2(Θ),

𝑐(𝑓; 𝑣, 𝑣𝑓) = 0,

 (5) 

 

where ℬ = {𝜑:𝜑 ∈ (𝐻1(Θ))2 and 𝜑 = 0 on 𝛾𝑖𝑛 ∪ 𝛾𝜔1 ∪ 𝛾𝜔3}.  

We have emphasized the dependence of 𝑎(𝑓; . , . ), 𝑏(𝑓; . , . ), and 𝑔(𝑓; . ) on 𝑓. Therefore,  

 

 𝑎(𝑓; 𝑣, 𝜑) = 𝑎1(𝑓; 𝑣, 𝜑) + 𝑎2(𝑣, 𝜑), (6) 

 

 𝑏(𝑓; 𝑝, 𝜑) = 𝑏1(𝑓; 𝑝, 𝜑) + 𝑏2(𝑝, 𝜑), (7) 

 

 𝑔(𝑓; 𝜑) = 𝑔1(𝑓; 𝜑) + 𝑔2(𝜑), (8) 

 

 𝑐(𝑓; 𝑣, 𝑣𝑓) = 𝑐1(𝑓; 𝑣, 𝑣𝑓) + 𝑐2(𝑣, 𝑣𝑓), (9) 

where  

𝑎1 (𝑓; 𝑣, 𝜑) = 𝜈∫ ((𝛻𝑢)𝑇(𝐽𝑇−1𝐽𝑇−1
𝑇 )(𝛻𝜑1) + (𝛻𝑣)

𝑇(𝐽𝑇−1𝐽𝑇−1
𝑇 )(𝛻𝜑2))

Θ1

det 𝐽𝑇 𝑑𝑥𝑑𝑦, 

𝑎2 (𝑣,𝜑) = 𝜈∫ ((𝛻𝑢)𝑇(𝛻𝜑1) + (𝛻𝑣)
𝑇(𝛻𝜑2))

Θ2

𝑑𝑥𝑑𝑦, 

𝑏1 (𝑓; 𝑝, 𝜑) = ∫ 𝑝
Θ1

(
𝜕𝜑1
𝜕𝑥

− 𝛽𝑦
𝑓′(𝑥)

𝑓2(𝑥)

𝜕𝜑1
𝜕𝑦

+
𝛽

𝑓(𝑥)

𝜕𝜑2
𝜕𝑦

)det 𝐽𝑇 𝑑𝑥𝑑𝑦, 

 

𝑏2(𝑝, 𝜑) = ∫ 𝑝
Θ2

(
𝜕𝜑1
𝜕𝑥

+
𝜕𝜑2
𝜕𝑦

)𝑑𝑥𝑑𝑦, 

 

𝑔1 (𝑓;𝜑) = ∫ 𝐹
Θ1

. 𝜑 det 𝐽𝑇 𝑑𝑥𝑑𝑦, 

 

𝑔2(𝜑) = ∫ 𝐹
Θ2

. 𝜑𝑑𝑥𝑑𝑦 +∫ 𝑔𝑜𝑢𝑡
(𝛾𝑜𝑢𝑡∪𝛾𝜔2)∩𝜕Θ1

. 𝜑𝑑𝛾 + ∫ 𝑔𝑜𝑢𝑡
(𝛾𝑜𝑢𝑡∪𝛾𝜔2)∩𝜕Θ2

. 𝜑𝑑𝛾, 

 

𝑐1(𝑓; 𝑣, 𝑣𝑓) = ∫ ∥
𝛾𝑖𝑛

𝑣 − 𝑣𝑓 ∥2
2 𝑓(𝑥)𝑑𝛾 + ∫ ∥

𝛾𝜔1

𝑣 − 𝑣𝑓 ∥2
2 √1 + 𝑓′(𝑥)2𝑑𝛾 = 0, 

𝑐2(𝑣, 𝑣𝑓) = ∫ ∥
𝛾𝜔3

𝑣 − 𝑣𝑓 ∥2
2 𝑑𝛾 = 0. 

              

4. Shape Optimization 
 

It is assumed that 𝑓(𝑥) in (4) is unknown as well as 𝑝, 𝑣. In order to determine the function 𝑓(𝑥), 
one can change the problem to an optimal control problem.  

 

We consider the vorticity as distributed observation (flow control combined with shape 
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optimization) in the down-field zone Ω𝜔𝑑 of the incoming branch of the bypass, defined as 𝛻 × 𝑣:=

𝑟𝑜𝑡(𝑣) =
𝜕𝑣

𝜕𝑥
−
𝜕𝑢

𝜕𝑦
; 𝑣 is the solution of the Stokes equations (1) and the control of the system (4) is 

obtained by minimizing the following cost functional:  

 𝒥(𝑓) = ∫ (
Ω𝜔𝑑

𝛻 × 𝑣)2𝑑𝑥𝑑𝑦, (10) 

where Ω𝜔𝑑 = Ω1 − Ω1𝑐 (see Figure 5).  

Furthermore, the derivative of the unknown boundary 𝑓(𝑥) is chosen as a control function by the 

following dynamical system  

 

 
𝑑𝑓

𝑑𝑥
= ℱ(𝜃(𝑥)), (11) 

with the boundary conditions  

 𝑓(0) = 𝛽3 and 𝑓(𝑎) = 𝛽1, (12) 

 

where the trajectory function 𝑓(𝑥) is absolutely continuous, the control function 𝜃(𝑥) is Lebesgue-

measurable, and ℱ is a continuous function of 𝜃(⋅). Thus, the optimal shape design problem may be 

interpreted as an optimal control problem consisting of minimizing (10), subject to the constraints 

(11) and (12). 
 

 

Definition 4.1. We say that the quadruple 𝜗 = (𝑝, 𝜃, 𝑓, 𝑣) is admissible if following conditions hold:  

(i) ℱ(𝜃(⋅)) satisfies (11).  

(ii) 𝑓(⋅) is a decreasing differentiable function and satisfies (4), (11) and (12).  

(iii) (𝑝, 𝑣) is a solution of (4).  

 

We denote by 𝒫  the set of all admissible quadruples. The control problem does not have a 

solution unless this set is nonempty.  

 

Theorem 4.2. Each admissible shape of 𝒰𝑎𝑑  in (2) can be replaced exactly by one admissible 

quadruple 𝜗 = (𝑝, 𝜃, 𝑓, 𝑣) ∈ 𝒫.  

 
Proof. It is enough to introduce an injection correspondence between 𝒰𝑎𝑑 and 𝒫. For example, 

  

𝜉:𝒰𝑎𝑑 → 𝒫, 
𝜉(𝑓) = (𝑝, 𝜃, 𝑓, 𝑣). 

 

By definition, 𝜉 is one-to-one and onto.  □ 

The above theorem enables us to consider the problem of minimizing 𝒥(𝜗) over 𝒫 instead of 

minimizing 𝒥(𝑓) over 𝒰𝑎𝑑.  

 

5. Optimization in Functional Space  
 

In the following, the problem of shape optimization 𝒥(𝜗) over 𝒫 is transformed into another 

nonclassical problem which appears to have some better properties from computational point of view. 

Let Υ = 𝐷 × 𝒬 × 𝒰 × 𝒞 ×𝒦 , where 𝐷 = (Θ1 ∪ Θ2 ∪ Θ3), (Θ3 = [0, 𝑎] × [𝛽1, 𝛽3]), 𝒬, 𝒰 and 𝒞 

are known compact sets in 𝑅 such that the pressure 𝑝, the optimal control 𝜃(⋅) and the unknown 

boundary 𝑓(⋅), respectively, get their values in these sets. Furthermore, 𝒦 is a compact subset of 
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𝑅2 × 𝑅2, and 𝛻𝑣 gets its values in this set.  

For each admissible quadruple 𝒫, we correspond a linear continuous functional Λ𝜗 as follows:  

 

 Λ𝜗: 𝐹 ⟶ ∫𝐹
𝐷

(𝑥, 𝑦, 𝑝(𝑥), 𝜃(𝑥), 𝑓(𝑥), 𝛻𝑣(𝑥, 𝑦)) 𝑑𝑥𝑑𝑦, 𝐹 ∈ 𝐶(Υ). (13) 

 

This linear function Λ𝜗  is defined on the space 𝐶(Υ) of all continuous real-valued functions 𝐹. 
Some aspects of this mapping are useful; it is well defined, linear, and positive.  

 

Proposition 5.1. Transformation 𝜗 → Λ𝜗 of admissible quadruples in 𝒫 into the linear mapping Λ𝜗 

defined in (1) is an injection.  

 

Proof. The proof is similar to proof for Proposition 4.1 of [10].  □ 
 

We need to convert (11) and (12) to integral form. For this purpose, let 𝐵 be an open ball in ℝ2 

containing [0, 𝑎] × 𝒞, and 𝐶1(𝐵) be the space of all real-valued continuous differentiable functions 

on it. Let 𝜙 ∈ 𝐶1(𝐵) and define functions 𝜙𝜃 as follows: 

  

 
𝜙𝜃(𝑥, 𝑦, 𝑝(𝑥), 𝜃(𝑥), 𝑓(𝑥), 𝛻𝑣)

= 𝜙𝑓(𝑥, 𝑓(𝑥)). ℱ(𝜃(𝑥)) + 𝜙𝑥(𝑥, 𝑓(𝑥)), 
(14) 

for each (𝑥, 𝑦, 𝑝, 𝜃, 𝑓, 𝛻𝑣) ∈ Υ. The function 𝜙𝜃  is in the space 𝐶(Υ), the set of all continuous 

functions on the compact set . For each admissible quadruple (𝑝, 𝜃, 𝑓, 𝑣) ∈ 𝒫, we have  

 

∫
𝑎

0

𝜙𝜃(𝑥, 𝑦, 𝑝(𝑥), 𝜃(𝑥), 𝑓(𝑥), 𝛻𝑣)𝑑𝑥 = ∫ 𝜙𝑓

𝑎

0

((𝑥, 𝑓(𝑥)). ℱ(𝜃(𝑥)) + 𝜙𝑥(𝑥, 𝑓(𝑥)))𝑑𝑥 

 

 = ∫  
𝑎

0

𝑑

𝑑𝑥
{𝜙(𝑥, 𝑓(𝑥))}𝑑𝑥 = 𝜙(𝑎, 𝑓(𝑎)) − 𝜙(0, 𝑓(0)):= Δ𝜙, (15) 

 

for all 𝜙 ∈ 𝐶1(𝐵), where 𝜙(𝑎, 𝑓(𝑎)) and 𝜙(0, 𝑓(0)) are known. Define  

 

 

𝐻𝜙(𝑥, 𝑦, 𝑝(𝑥), 𝜃(𝑥), 𝑓(𝑥), 𝛻𝑣):

=
𝜙𝜃(𝑥, 𝑦, 𝑝(𝑥), 𝜃(𝑥), 𝑓(𝑥), 𝛻𝑣)

𝛽3 − 𝛽1
,  ∀𝜙 ∈ 𝐶1(𝐵). 

(16) 

From (15) and (16), we obtain  

 

 ∫ ∫ 𝐻𝜙

𝑎

0

𝛽3

𝛽1

(𝑥, 𝑦, 𝑝(𝑥), 𝜃(𝑥), 𝑓(𝑥), 𝛻𝑣)𝑑𝑥𝑑𝑦 = Δ𝜙, (17) 

for each 𝜙 ∈ 𝐶1(𝐵).  

Now, the integrand function in the objective functional (10) in terms of new variables changes  

 

𝑓0(𝑥, 𝑦, 𝑝(𝑥), 𝜃(𝑥), 𝑓(𝑥), 𝛻𝑣) = 𝜒Ω𝜔𝑑(𝛻 × 𝑣)
2 det ( 𝐽𝑇) = 

𝜒Ω𝜔𝑑 (
𝜕𝑢

𝜕𝑥
+ 𝛽𝑦

𝑓′(𝑥)

𝑓2(𝑥)

𝜕𝑢

𝜕𝑦
+

𝛽

𝑓(𝑥)

𝜕𝑣

𝜕𝑦
)det 𝐽𝑇 , 

 

where 𝜒Ω𝜔𝑑  is the characteristic function on Ω𝜔𝑑  (see Figure 5). Thus, minimization of the 
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functional (10) over 𝒫 is equivalent to finding Λ𝜗 in the functionals space 𝐶∗(Υ) (𝐶∗ is the dual 

space) that minimizes  

 Λ𝜗(𝑓0) (18) 

subject to  

 Λ𝜗(𝐹𝜑) = 𝛼𝜑,  ∀𝜑 ∈ ℬ,    (19) 

 Λ𝜗(𝐼𝜓) = 0,  ∀𝜓 ∈ 𝐿
2(Θ),    (20) 

 Λ𝜗(𝐺) = 0,    (21) 

 Λ𝜗(𝑍𝜙) = Δ𝜙,  ∀𝜙 ∈ 𝐶
1(𝐵),    (22) 

where   

 

𝐹𝜑 ≔ 𝜒Θ1𝜈((𝛻𝑢)
𝑇(𝐽𝑇−1𝐽𝑇−1

𝑇 )(𝛻𝜑1) + (𝛻𝑣)
𝑇(𝐽𝑇−1𝐽𝑇−1

𝑇 )(𝛻𝜑2)) det 𝐽𝑇

+ 𝜒Θ2𝜈((𝛻𝑢)
𝑇(𝛻𝜑1) + (𝛻𝑣)

𝑇(𝛻𝜑2))

− 𝜒Θ1𝑝 (
𝜕𝜑1
𝜕𝑥

− 𝛽𝑦
𝑓′(𝑥)

𝑓2(𝑥)

𝜕𝜑1
𝜕𝑦

+
𝛽

𝑓(𝑥)

𝜕𝜑2
𝜕𝑦

)det 𝐽𝑇 − 𝜒Θ2𝑝 (
𝜕𝜑1
𝜕𝑥

+
𝜕𝜑2
𝜕𝑦

)

− 𝜒Θ1𝐹.𝜑 det 𝐽𝑇 , 

𝛼𝜑: = 𝑔2(𝜑), 

𝐼𝜓 ≔ 𝜒Θ1𝜓(
𝜕𝑢

𝜕𝑥
− 𝛽𝑦

𝑓′(𝑥)

𝑓2(𝑥)

𝜕𝑢

𝜕𝑦
+

𝛽

𝑓(𝑥)

𝜕𝑣

𝜕𝑦
)det 𝐽𝑇 − 𝜒Θ2𝜓(

𝜕𝑢

𝜕𝑥
+
𝜕𝑣

𝜕𝑦
), 

𝑍𝜙 ≔ 𝐻𝜙𝜒Θ3 , 

𝐺 ≔ 𝜒𝛾𝑖𝑛 ∥ 𝑣 − 𝑣𝑓 ∥2
2 𝑓(𝑥) + 𝜒𝛾𝜔1 ∥ 𝑣 − 𝑣𝑓 ∥2

2 √1 + 𝑓′(𝑥)2𝑑𝛾 + 𝜒𝛾𝜔3 ∥ 𝑣 − 𝑣𝑓 ∥2
2, 

𝜒𝛾𝑖𝑛 , 𝜒𝛾𝜔1
, 𝜒𝛾𝜔3

, 𝜒Θ1 , 𝜒Θ2 and 𝜒Θ3 are respectively characteristic functions on 𝛾𝑖𝑛 , 𝛾𝜔1 , 𝛾𝜔3 , Θ1, Θ2 

and Θ3.  

 

6. Measure Theoretical Formulation  
 

Let 𝑀+(Υ) denote the space of all positive Radon measures on Υ. By the Riesz representation 

theorem [27], there is a one-to-one correspondence between Λ ∈ 𝐶∗(Υ) and 𝜇 ∈ 𝑀+(Υ) such that  

 

 𝜇(𝐹) = ∫𝐹
Υ

𝑑𝜇 ,  ∀𝐹 ∈ 𝐶(Υ). (23) 

 

So, one may change the problem (18)–(22) in functional space to the following optimization problem 

in measure space:  

 Minimize  𝜇(𝑓0) (24) 

subject to  

 𝜇(𝐹𝜑) = 𝛼𝜑,  ∀𝜑 ∈ ℬ, (25) 

 𝜇(𝐼𝜓) = 0,  ∀𝜓 ∈ 𝐿
2(Θ), (26) 

 𝜇(𝐺) = 0, (27) 

 𝜇(𝑍𝜙) = Δ𝜙,  ∀𝜙 ∈ 𝐶
1(𝐵), (28) 

 𝜇 ∈ 𝑀+(Υ). (29) 

 

Define the set of all positive Radon measures satisfying (25)-(29) as 𝑄, and topologize the space 

𝑀+(Υ) by the weak*-topology. Consider the functional ℐ: 𝑄 ⟶ ℝ defined by  
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 ℐ(𝜇) = 𝜇(𝑓0). (30) 

 

Now, the measure theoretical problem (24)–(29) may be interpreted as the problem of minimizing 

ℐ over 𝑄. Thus, it is necessary to verify the existence of a solution for this problem.  

 

Theorem 6.1.  

(i) The set 𝑄 consisting of all measures satisfying (25)–(29) is compact in 𝑀+(Υ).  

(ii) The functional ℐ: 𝑄 → ℝ, defined by (30) is a linear continuous functional on the set 𝑄 with 

weak*-topology.  

(iii) The measure-theoretic problem, which arises in finding the minimum of the functional ℐ in (30) 

over the set 𝑄 of 𝑀+(Υ), attains its minimum, say 𝜇∗, in the set 𝑄.  

 

Proof. The proof is similar to Theorems 6.1 and 6.2 of [16].  □ 

 

Remark 6.2. Two main advantages for considering this measure theoretic form of the problem are:  

(i) The existence of an optimal measure in the sets 𝑄 that satisfies (25)–(29) can be studied in a 

straightforward manner without needingg to impose conditions such as convexity which may be 

artificial.  

(ii) The functionals in (24)–(29) are linear although the main problem may be nonlinear.  

 

7. Approximation of the Optimal Measure  
 

The minimizing problem (24)–(29) is an infinite-dimensional linear programming problem and 

we are mainly interested in approximating it. It is possible to approximate the solution of the problem 

(24)–(29) by the solution of a finite dimensional linear program of sufficiently large dimension.  

First, we consider minimization of (24) not over the set 𝑄 but over a subset of it defined by 

requiring that only a finite number of constraints (25)–(29) be satisfied.  

Consider the equalities of (25)–(29). Let the sets {𝜑𝑖, 𝑖 ∈ ℕ}, {𝜓𝑗, 𝑗 ∈ ℕ} and {𝜙𝑠, 𝑠 ∈ ℕ} be sets 

of total functions respectively in ℬ,  𝐿2(Θ)  and 𝐶1(𝐵) . Now, we can prove the following 

proposition. 

 

Proposition 7.1. Let 𝑄(𝑀1,𝑀2,𝑀3) be a subset of 𝑀+(Υ) consisting of all measures satisfying  

 

 𝜇(𝐹𝜑𝑖) = 𝛼𝜑𝑖 ,  𝑖 = 1,2, … ,𝑀1, (31) 

 𝜇(𝐼𝜓𝑗) = 0,  𝑗 = 1,2,… ,𝑀2, (32) 

 𝜇(𝐺) = 0, (33) 

 𝜇(𝑍𝜙𝑠) = Δ𝜙𝑠 ,  𝑠 = 1,2, … ,𝑀3. (34) 

 

As 𝑀1, 𝑀2 and 𝑀3 tend to infinity, 𝜚(𝑀1,𝑀2,𝑀3) = inf
𝑄(𝑀1,𝑀2,𝑀3)

𝜇 (𝑓0) tends to 𝜚 = inf
𝑄
𝜇 (𝑓0).  

 

Proof. The proof is similar to Proposition 2 of [11].  □ 
 

The first stage of the approximation is completed successfully. As the second stage, from Theorem 

(𝐴. 5) of [26], we can characterize a measure, say 𝜇∗, in the set 𝑄(𝑀1,𝑀2,𝑀3) at which the function 

𝜇 → 𝜇(𝑓0) attains its minimum. It follows from a result of Rosenbloom [28], as stated next.  

 

Proposition 7.2. The measure 𝜇∗ in the set 𝑄(𝑀1,𝑀2,𝑀3) at which the function 𝜇 → 𝜇(𝑓0) attains 
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its minimum has the following form  

 

 𝜇∗ = ∑ 𝜅𝑘
∗

𝑀1+𝑀2+𝑀3+1

𝑘=1

𝛿Υ(𝜄𝑘
∗ ), (35) 

 

where 𝜄𝑘
∗ ∈ Υ and 𝜅𝑘

∗ ≥ 0, 𝑘 = 1,2,⋯ ,𝑀1 +𝑀2 +𝑀3 + 1.  

 

Here, 𝛿Υ(𝜄)  is unitary atomic measures supported by singleton sets {𝜄},  where 𝜄 ∈ Υ , and 

𝛿Υ(𝜄𝑘
∗ )(𝐹) = 𝐹(𝜄𝑘

∗ ), for all 𝐹 ∈ 𝐶(Υ). Therefore, the measure theoretical optimization problem (24)–

(29) is now equivalent to the following nonlinear optimization problem,  

 

  Minimize   ∑ 𝜅𝑘
∗

𝑀1+𝑀2+𝑀3+1

𝑘=1

𝑓0(𝜄𝑘
∗ ) (36) 

  subject to  

 ∑ 𝜅𝑘
∗

𝑀1+𝑀2+𝑀3+1

𝑘=1

𝐹𝜑𝑖(𝜄𝑘
∗ ) = 𝛼𝜑𝑖 , 𝑖 = 1,2, … ,𝑀1, (37) 

 ∑ 𝜅𝑘
∗

𝑀1+𝑀2+𝑀3+1

𝑘=1

𝐼𝜓𝑖(𝜄𝑘
∗ ) = 0, 𝑗 = 1,2,… ,𝑀2, (38) 

 ∑ 𝜅𝑘
∗

𝑀1+𝑀2+𝑀3+1

𝑘=1

𝐺(𝜄𝑘
∗ ) = 0, (39) 

 ∑ 𝜅𝑘
∗

𝑀1+𝑀2+𝑀3+1

𝑘=1

𝑍𝜙𝑠(𝜄𝑘
∗ ) = Δ𝜙𝑠, 𝑠 = 1,2,… ,𝑀3, (40) 

 𝜅𝑘
∗ ≥ 0,  𝑘 = 1,2,… ,𝑀1 +𝑀2 +𝑀3 + 1, (41) 

 

where the unknowns are the coefficients 𝜅𝑘
∗  and supports 𝜄𝑘

∗ ,  𝑘 = 1,2, … ,𝑀1 +𝑀2 +𝑀3 + 1.  

It would be computationally convenient if we could minimize the function ℐ only with respect to the 

coefficients 𝜅𝑘
∗ ,  𝑘 = 1,2,… ,𝑀1 +𝑀2 +𝑀3 + 1,  which leads to a finite-dimensional linear 

programming problem. However, we do not know the supports of the optimal measures. The answer 

lies in approximation of this support, by introducing two dense subsets in Υ.  

 

Proposition 7.3. Let 𝜎 be a countable dense subset of Υ. Given 𝜖 > 0, a measures �̄� ∈ 𝑀+(Υ) can 

be found such that  

|(𝜇∗ − �̄�)(𝑓0)| ≤ 𝜖, 

|(𝜇∗ − �̄�) (𝐹𝜑𝑖)| ≤ 𝜖,  𝑖 = 1,2, … ,𝑀1, 

|(𝜇∗ − �̄�) (𝐼𝜓𝑗)| ≤ 𝜖,  𝑗 = 1,2,… ,𝑀2, 

|(𝜇∗ − �̄�)(𝐺)| ≤ 𝜖, 

|(𝜇∗ − �̄�)(𝑍𝜙𝑠)| ≤ 𝜖,  𝑠 = 1,2,… ,𝑀3. 

 

where the measure �̄� has the following form  
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 �̄� = ∑ 𝜅𝑘
∗

𝑀1+𝑀2+𝑀3+1

𝑘=1

𝛿Υ(𝜄𝑘), (42) 

 

and the coefficients 𝜅𝑘
∗  are the same as the ones in the optimal measure (35) and 𝜄𝑘 ∈ 𝜎.  

 

Proof. See the proof of Proposition III.3 in [26].  □ 

 

Thus, the nonlinear programming (36)–(41) can be approximated by the following linear 

programming problem  

 

 

 
 Minimize   ∑𝜅𝑙

𝐿

𝑙=1

𝑓0(𝜄𝑙) (43) 

subject to  

 ∑𝜅𝑙

𝐿

𝑙=1

𝐹𝜑𝑖(𝜄𝑙) = 𝛼𝜑𝑖 , 𝑖 = 1,2, … ,𝑀1, (44) 

 ∑𝜅𝑙

𝐿

𝑙=1

𝐼𝜓𝑗(𝜄𝑙) = 0, 𝑗 = 1,2,… ,𝑀2, (45) 

 ∑𝜅𝑙

𝐿

𝑙=1

𝐺(𝜄𝑙) = 0, (46) 

 ∑𝜅𝑙

𝐿

𝑙=1

𝑍𝜙𝑠(𝜄𝑙) = Δ𝜙𝑠, 𝑠 = 1,2, … ,𝑀3, (47) 

 𝜅𝑙 ≥ 0,  𝑙 = 1,… , 𝐿, (48) 

 

where 𝜄𝑙, 𝑙 = 1,2,… , 𝐿, belongs to 𝜎 and 𝐿 is large enough. The procedure to construct a piecewise 

constant control function from the solution {𝜅𝑙} of the linear programming problem (43)–(48), which 

approximates the action of the optimal measure, is based on the analysis presented in subsection 6.1 

in [15].  
 

8. Computer Simulation  
 

To test our methodology, we consider a test problem on simplified configurations. Wall curvature 

was considered only in the zone of the incoming branch of the bypass (0 ≤ 𝑥 ≤ 4). Velocity values 

𝑣𝑖𝑛 at the inflow are chosen in such a way that the Reynolds number 𝑅𝑒 =
�̄�.𝐷

𝜈
 has order 103. The 

inlet Poiseuille velocity profile is chosen based on [4]:  

 

𝑣𝑖𝑛 = (−0.475(𝑦 − 1)(𝑦 − 2),−0.475(𝑦 − 1)(𝑦 − 2))
𝑇 . 

 

Blood kinematic viscosity 𝜈 =
𝜇

𝜌
 is equal to 4 × 10−6𝑚2𝑠−1, blood density is 𝜌 = 1𝑔𝑐𝑚−3 

and dynamic viscosity is 𝜇 = 4 × 10−2𝑔𝑐𝑚−1𝑠−1; �̄�  is mean inflow velocity related with 𝑣𝑖𝑛, 
while 𝐷 is the arterial diameter (3.5 mm); see [4] and [23].   
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 Figure 7. The approximate optimal artificial control 

 

 

 

Figure 8. The exact optimal shape in the zone of the incoming branch of the bypass 

 

Figure 9. The approximate optimal shape of the bypass with fitting of degree 4 

The geometric parameters are 𝑎 = 4, 𝛽1 = 1, 𝛽2 = −1, and 𝛽3 = 2. In objective function (10), 

we select Ω𝜔𝑑 = [0.5,4] × [0, 𝑓], and in dynamical system (11) and (12), ℱ(𝜃) = −𝜃2(𝑥). The 

functions in (1) are chosen as follows:  
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𝐹(𝑥, 𝑦) = (𝑥𝑦, 𝑥𝑦)𝑇 ,   𝑔𝑜𝑢𝑡(𝑥, 𝑦) = (𝑥𝑦, 𝑥𝑦)
𝑇 . 

 

For total functions of this example, we use 𝑀1 test functions 𝜑 ∈ ℬ and 𝑀2 test functions 𝜓 ∈

𝐿2(Θ) of the forms  

 

𝜑(𝑥, 𝑦) = (𝑥𝑎1(𝑦 − 𝛽1)
𝑎2(𝑦 − 𝛽2)

𝑎3 , 𝑥𝑏1(𝑦 − 𝛽1)
𝑏2(𝑦 − 𝛽2)

𝑏3)𝑇 . 

𝜓(𝑥, 𝑦) = 𝑥𝑐1𝑦𝑐2 , 

𝑎1, 𝑎2, 𝑎3, 𝑏1, 𝑏2, 𝑏3 ∈ {1,2,… },   𝑐1, 𝑐2 ∈ {0,1,2,… }. 
 

Moreover, we consider 𝑀3 functions 𝜙𝑠(𝑥, 𝑓(𝑥)) ∈ 𝐶
1(𝐵) of three following types: Polynomials 

of the form:  

𝑥𝑑1𝑓𝑑2 ,   𝑑1, 𝑑2 ∈ {0,1,2,… }, 
 

and functions with compact support as:  

 

sin (2𝑘𝜋(
𝑥

𝑎
)) ,  1 − cos (2𝑘𝜋(

𝑥

𝑎
)) ,  (𝑘 = 1,2,… ), 

 

and finally, the piecewise constant functions as:  

 

𝜃𝑒 = {
1, if 𝑥 ∈ 𝐽𝑒
0, otherwise,

 

 

where 𝐽𝑒 = (
(𝑒−1)𝑎

𝐸
,
𝑒𝑎

𝐸
), 𝑒 = 1,⋯ , 𝐸; for more details, see [10] and [11].  

 

 

Figure 10. The transient behavior of the objective function over iterations 

The set Υ = 𝐷 × 𝒬 × 𝒰 × 𝒞 ×𝒦 will be covered with a type grid, where the grid will be defined by 

taking all points in Υ  as 𝜄𝑙 = (𝑥𝑙 , 𝑦𝑙 , 𝑝𝑙 , 𝜃𝑙, 𝑓𝑙, 𝛻𝑣𝑙).  The points in these grids will be numbered 

sequentially from 1 to 𝐿.  
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 Figure 11. The adapted mesh of the domain 𝛀 

 

 Figure 12. The contour of 𝒖(𝒙, 𝒚) 
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 Figure 13. The contour of 𝒗(𝒙, 𝒚) 

 

 Figure 14. The contour of 𝒑(𝒙, 𝒚) 
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 Figure 15. The vector field of the velocity and pressure (𝒖, 𝒗, 𝒑)𝑻 

We solved the corresponding linear programming problem by means of a home-made revised 

simplex method [5] with 𝐿 = 3072, 𝑀1 = 3, 𝑀2 = 4 and 𝑀3 = 9. The optimal value of the cost 

function turned to be ℐ∗ = 4.7218 × 10−8. We find the control function shown in Figure 7. This 

control function was used to design the optimal shape of bypass anastomoses in Figure 8. A numerical 

software was used to smooth the sensible part as shown in Figure 9 (see [29] for smoothing methods). 

Figure 10 illustrates decrease of the objective function over iterations for solving of the linear 

programming problem.  

For this example, the approximate optimal shape of bypass, shown in Figure 9, is obtained as 

follows:  

𝑓(𝑥) = 2.0342 − 0.1994𝑥 + 0.0973𝑥2 − 0.0706𝑥3 + 0.0105𝑥4. 
 

By putting 𝑓 in the weak form (3) of the stokes equation (1), and using FREEFEM++ software 

[12], the contours of 𝑢, 𝑣, 𝑝 and the vector field of (𝑣, 𝑝)𝑇 are presented in Figures 11-15.  

 

9. Conclusion  
 

The theory of optimal control based on notations of the measure theory, functional analysis and 

linear programming was applied in order to optimize the shape of the zone of the incoming branch of 

the bypass (the toe) into the coronary. We fused the embedding procedure to convert the shape 

optimization problem to an optimal control problem. Then, to each admissible control-state, a linear 

continuous functional was associated. Correspondence between continuous positive linear functionals 

and positive Borel measures lead to an optimization problem in measure space. The transformed 

problem in measure space is an appropriate formulation of the optimal shape design problem since it 

is a linear programming problem in measure space. The solution of this linear programming problem 

was then approximated by the solution of a finite-dimensional linear program which is attractive for 

consistent numerical computations. The sub-optimal shape was found from the solution of the 
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corresponding linear programming. An interesting feature of this procedure is its straightforwardness. 

We estimate the optimal control and so the optimal shape directly, with no need for an initial solution.  
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