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An Integrated Model with Conservative Levels to 

Evaluate the DMUs Efficiencies for Uncertain Data 
  

A. H. Shokouhi1,*, H. Shahriari2 
 

In traditional data envelopment analysis (DEA) the uncertainty of inputs and outputs is not 

considered when evaluating the performance of a unit. In other words, effects of uncertainty 

on optimality and feasibility of models are ignored. This paper introduces a new model for 

measuring the efficiency of decision making units (DMUs) having interval inputs and outputs. 

The proposed model is based on interval DEA (IDEA) in which the inputs and outputs are 

limited to be within uncertainty bounds. In this model, the inputs and outputs take fixed values 

for each DMU such that the sum of efficiencies is maximized. The DMUs are evaluated by 

the same production possibility set (PPS). The efficiency is measured based on the proposed 

conservatism level for each input and output. Indeed, the inputs and outputs are defined by 

the presented conservatism level. The proposed model is integrated measuring all the DMUs 

efficiencies simultaneously. These efficiency scores lie between the optimistic and pessimistic 

cases introduced by Despotis and Similar (2002) [11].  
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1. Introduction 

 

Data envelopment analysis (DEA) technique, first introduced by Charnes et al. [6], is now widely 

exploited for the measurement of efficiency of many entities in public and private sectors. An 

important methodological feature of DEA is its capability to determine the performance of a decision 

making unit (DMU) in comparison with all other DMUs. Moreover, it is widely known that DEA is 

developed to measure the relative efficiency of DMUs with multiple inputs and outputs using a linear 

programming (LP) model (Banker et al. [2]; Charnes et al. [6]). The main purpose of DEA models is 

to classify DMUs into two classes: efficient and inefficient. The original CCR3 model is only 

applicable to technologies characterized by global constant returns to scale (CRS). This model is 

modified by Banker et al. [2], assuming variable returns to scale (VRS) technologies. Applying these 

models, the efficiency score of each DMU is obtained by assuming data certainty, not to evaluate 

DMUs with uncertain data such as imprecision, vagueness, inconsistency, etc.. 

 

Since uncertainty is present in real situations, it is observed in DEA. The data uncertainty is dealt 

with in different ways, such as fuzzy, stochastic, and interval approaches. Knowing membership 

functions and probability distributions are respectively necessary in fuzzy and stochastic approaches. 

Interval analysis is developed to model uncertainty in DEA, in which only the bounds of the uncertain 
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data are required, not the membership functions or the probability distributions. Sengupta [26] 

initially introduced DEA models under uncertainty. Cooper et al. ([7], [8] and [9]) introduced an 

interval approach to deal with interval data in DEA. Interval data, strong and weak ordinal data and 

ratio interval data modeling were proposed by Kim et al. [20]. Despotis and Smirlis [11] proposed 

two models with interval data in DEA to obtain the upper and lower bounds of efficiency scores for 

DMUs as the optimistic and pessimistic models, respectively. The DMUs were classified into three 

groups according to the intervals obtained for the DMUs. Zhu [34] simplified the Cooper et al.’s ([7], 

[8], [9]) model. Wang et al. [32] proposed DEA models considering intervals to get a fixed production 

frontier for measuring the efficiencies of DMUs. Their models obtained the lower and upper bounds 

of the efficiencies for each DMU. Amirteimoori and Kordrostami [1] extended the Zhu’s [34] model 

to multi-component efficiency. Jahanshahloo et al. [16] estimated a radius of stability for all DMUs 

with interval data and showed that the original classifications remained unchanged under 

perturbations. Jahanshahloo et al. [17] also introduced a method for measuring the efficiency of 

DMUs in the free disposal Hull (FDH) model with interval data. Kao [19] formulated the problem as 

a bi-level mathematical programming model to deal with uncertainty in data and converted the model 

into a pair of ordinary one-level linear programing one to assess the interval efficiency of DMUs. The 

use of Despotis and Smirlis’s [11] approach in interval DEA was presented by Smirlis et al. [29]. In 

the proposed method, the upper and the lower bounds for the DMUs’ efficiencies were computed 

while having missed observations. In fact, they proposed a new method based on interval DEA in 

which the units were evaluated with missing values along with the other units having available crisp 

data. They replaced missing values with approximations in the form of intervals such that the 

unknown missing values were likely to belong to the intervals. The bounds could be achieved by 

using statistical or experimential techniques. Consequently, they achieved upper and lower bounds 

for the efficiency score of each DMU. Toloo et al. [31] proposed an imprecise DEA model to measure 

the overall profit efficiency of DMU while the input and output values varied over certain ranges. 

This model calculated the upper and lower bounds of the overall profit efficiency for each DMU. 

Then, the DMUs were classified into three groups with respect to their efficiency bounds. 

Jahanshahloo et al. [18] modified interval generalized DEA (IGDEA) model to treat the above-

mentioned basic DEA models with interval data. Park [21] applied duality theory to investigate the 

relationship between the primal and dual models in IDEA. Emrouznejad et al. [14] proposed two 

novel approaches based on the traditional profit Malmquist productivity index to measure the overall 

profit Malmquist productivity index when the inputs, outputs, and price vectors were fuzzy or varied 

in intervals. Emrouznejad et al. [15] also presented two IDEA models including general non-

parametric corporate performance model and multiplicative non-parametric corporate performance 

with interval data. 

 

An alternative approach proposed to address the data uncertainty is robust optimization. In this 

approach, the nature of data is assumed to be bounded, not necessarily stochastic. Indeed, robust 

optimization constructs a model solution that is optimal for any realization of uncertainty in a given 

set. Soyster [30] investigated explicit approaches to robust optimization and proposed a linear 

optimization model to obtain a solution that was feasible for all data belonging to a convex set. To 

generate robust optimization models, some alternative approaches were proposed by Ben-Tal and 

Nemirovski ([3], [4], [5]), El-Ghaoui et al. [13], and El-Ghaoui and Lebret [12]. Sadjadi and Omrani 

[22] proposed a robust DEA model assuming uncertainty for output parameters. Sadjadi and Omrani 

[23] applied the bootstrap techniques to present a robust DEA model with an application in 

telecommunication. On the basis of a robust optimization model, Shokouhi et al. [27] proposed a 

robust data envelopment analysis (RDEA) model in which the input and output parameters varied 

only in some ranges. Wang and Wei [33] developed four different DEA models for CRS technologies 

based on robust optimization techniques including various discrete combinations of precise and 

imprecise sub-datasets. Sadjadi et al. [24] proposed a super-efficiency DEA model by utilizing the 
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robust optimization approach of Ben-Tal and Nemirovski [5]. Sadjadi et al. [25] proposed an 

imprecise interactive DEA to identify the input and output targets. Shokouhi et al. [28] proposed a 

modified RDEA (MRDEA) model to prevent the problem of incommensurability in the Despotis and 

Smirlis [11] formulation. The model applied a robust optimization approach to produce an empirical 

distribution for the interval efficiency where the parameters values were smooth at their extreme 

values.  
 

Here, a new model for measuring the efficiency of DMUs, when the inputs and outputs vary in an 

interval, is proposed. The DMUs efficiencies are evaluated using the same production possibility set 

(PPS). In addition, conservative levels for the inputs and outputs are defined in advance and the inputs 

and outputs are controlled by the assigned levels. The proposed model is integrated to evaluate all 

DMUs simultaneously and maximize the sum of the DMUs efficiencies concurrently. 
 

In Section 2, preliminary models for measuring the efficiency scores of DMUs are represented. The 

integrated model with data uncertainty is introduced in Section 3. The proposed non-linear model for 

measuring the efficiency score of DMUs with uncertain data, is presented in Section 4. Section 5 

consists of two numerical examples. Finally, the discussions and conclusions are provided in Section 6. 

 

2. Preliminaries 

 

Throughout our work, measuring efficiency scores of DMUs for the CCR and integrated models 

without uncertainty are presented. 
 

Suppose that there are 𝑛 DMUs to be evaluated, indexed by 𝑗 ∈ {1, … , 𝑛}, and each DMU is 

assumed to produce s outputs from m  inputs. So, in DEA, each observed DMU is represented by 

the pair of non-negative input and output vectors ( , ) , 1,..., .m s

j jx y R j n

   The technology T 

or production possibility set (PPS) is defined by:  

𝑇 = {(𝑥, 𝑦)|𝑥 can produce 𝑦}. (1) 

Since a benchmark technology is constructed by the observed inputs and outputs of the DMUs, 

the following general assumptions about production technology without specifying any functional 

form are made. T satisfies the following standard axioms of production. Thus, the PPS of CRS model 

due to Charnes et al. [6] is the minimal set that satisfies the following axioms: 
 

(𝐴1) Feasibility of observed data: ( , )j jx y T , for 1,..., .j n  

(𝐴2) Free disposability: ( , ) , 0, ( , ) .x y T y y x x x y T       

(𝐴3) Constant returns to scale: ( , ) ( , ) , .x y T x y T R        

(𝐴4) Convexity:
 

( , ),( , ) , ( , ) ( , ) (1 )( , ), 0 1 ( , ) .x y x y T x y x y x y x y T           

 

Under the axioms (𝐴1) to (𝐴4), the minimal PPS for T can be stated as: 

1 1

{( , ) | , , 0, 1,..., }.
n n

c j j j j j

j j

T x y x x y y j n  
 

       (2) 

Based on the relation in (2), the envelopment form for the input-oriented model measuring the 

efficiency of a DMU is defined to be 
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          (3)

 

 

The dual of (3) is expressed as follows: 

 

1

1 1

1

max

s.t. 0, , (4 )

1, (4 )

0, 0, , , (4 )

s

p r rp

r

s m

r rj i ij

r i

m

i ip

i

r i

u y

u y v x j a

v x b

u v r i c




 





  



  



 



 

(4)  

 

where the iv and the ru  are the multipliers (weights) respectively assigned to the ith input and the rth 

output. Model (4) maximizes the efficiency score of pDMU . With respect to constraints, the optimal 

value of the objective function in (4) will never exceed 1. Note that, the constraints (4a) guarantee 

the existence of DMUs in PPS, constraint (4b) is known as a normalization constraint, and constraints 

(4c) impose non-negativity on the weights. 

 

To present the efficient and inefficient DMUs for the model (4), the following definition are 

needed. 

 

Definition 2.1. pDMU  is efficient if and only if 
1

1
s

r rp

r

u y



  and there exists at least one optimal 

point 
*( , )u v

for (4) with 𝑢∗ > 0 and 𝑣∗ > 0.  

The constraints (4c) may be converted to , ,r iu v   for 1,...,r s  and 1,...,i m , where

 is the non-Archimedean infinitesimal value; see Cooper et al. [10] for a foundational development 

of this transformation and an interpretation of 𝜀. 

 

In order to evaluate the n DMUs’ effiencies and also to compute the projection of them, the model 

(4) must be solved n times. We now propose the following integrated model which independently 

evaluates all DMUs and gives the projection of DMUs simultaneously by solving only one LP model: 
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1 1 1

1 1

1

max

s.t. 0, , ,

1, ,

0, 0, , , ,

n n s

j rj rj

j j r

s m

rk rj ik ij

r i

m

ij ij

i

rj ij

u y

u y v x j k

v x j

u v r i j


  

 





  

 

  

 

 



 (5)  

Note that both models (4) and (5) produce the same results. 

 

3. Integrated Model with Interval Data 

 

Assume that there are n  DMUs with interval inputs and outputs as [ , ]L U

ij ij ijx x x  and 

[ , ]L U

rj rj rjy y y , for 1,..., .j n  In actual applications, we have some reasonable estimates for the 

mean of the inputs and outputs, say ijx and rjy , and their deviations, 
x

ijd  and 
y

rjd , respectively. Indeed, 

the inputs �̃�𝑖𝑗 and the outputs �̃�𝑟𝑗 are independent, symmetric, and bounded random variables having 

unknown distributions with values in the intervals [ , ]x x

ij ij ij ijx d x d   and [ , ]y y

rj rj rj rjy d y d  , 

respectively. Note that when 
x

ijd  and 
y

rjd are allowed to be zero, then the 𝑥𝑖𝑗 and 𝑦𝑟𝑗 are called the 

nominal values of �̃�𝑖𝑗 and �̃�𝑟𝑗, respectively.  

 

The following integrated model measures the efficiency of DMUs with the interval inputs and 

outputs: 

 

1 1 1

1 1

1

max

s.t. 0, , ,

1, ,

0, 0, , , ,

n n s

j rj rj

j j r

s m

rk rj ik ij

r i

m

ij ij

i

rj ij

u y

u y v x j k

v x j

u v r i j


  

 





  

 

  

 

 



 (6)  

 

where j  is the efficiency of the jth DMU.  

 

Since the inputs and outputs of (6) vary within intervals, the efficiency scores of the DMUs are 

not easily computed. Despotis and Smirlis [11] proposed two models to overcome this difficulty with 

interval data in DEA. Their models find the upper and lower bounds of the efficiency scores for 

DMUs as the optimistic and the pessimistic cases, respectively. The same idea may be applied to 

modify the model (6) into models (7) and (8) as follows:  
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                     (7)  

 

 

 

 

(8)  

 

One may realize that (7) and (8) are the optimistic and the pessimistic models and 
U

j  and 
L

j  are 

the maximum and minimum efficiencies of the jth DMU, respectively. Despotis and Smirlis [11] 

proved the following theorem to show that the efficiency scores lie within the upper and lower 

bounds. 

 

Theorem 3.1. Let the optimal solutions of (6), (7), and (8) be
* *( , )rj iju v , ** **( , )rj iju v , and *** ***( , )rj iju v , 

respectively. Then, the solutions j  of (6) lie between the solutions of 
U

j  and 
L

j  of the models (7) 

and (8). Thus, 
L U

j j j    , for 1,...,j n . 

 

Proof: See Despotis and Smirlis [11]. 

  

4. Conservative Levels in Integrated Efficiency with Interval Inputs and 

Outputs 

 

Here, a new model to measure the efficiencies of DMUs with interval inputs and outputs is 

formulated. Let us introduce the quantities 
x

j  and
y

j , for 1,...,j n , with values respectively in the 

1 1 1

1 1

1 1

1

max

s.t. 0, ,

0, , , ,

1, ,

0, 0, , , ,

n n s
U U

j rj rj

j j r

s m
U L

rj rj ij ij

r i

s m
L U

rk rj ik ij

r i

m
L
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u y v x j k k j
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intervals [0, ]x

jJ and [0, ]y

jJ , where 
x

jJ  and 
y

jJ are the number of uncertain inputs and outputs for

jDMU . Let us also name the quantities 
x

j and
y

j as the conservative levels for inputs and outputs. 

So, a model being controlled by the levels of conservatism of the inputs and outputs is proposed to 

evaluate the efficiencies of the DMUs. Apparently, the proposed model is non-linear and assumes the 

same PPS for all DMUs. The advantage of the model is its capability in evaluating DMUs’ 

efficiencies simultaneously. One must note that although the efficiencies of DMUs are not estimated 

independently, the projection is obtained concurrently. The proposed model is 

 

1 1 1

1

1 1

max

s.t. 1, , (9 )

0, , , (9 )

0, , , (9 )

0, , , (9 )

0, , , (9 )

0, , , (9 )

,

n n s

j rj rj

j j r

m

ij ij

i

s m

rj rk ij ik

r i

y yU
rj rj rjrj j

L
rj rj

L x x
ij ij ij j ij

U
ij ij

y y
j rj

u y

v x j a

u y v x j k b

y y z p r j c

y y r j d

x x z q i j e

x x i j f

z z







  



 



 

  

    

  

    

  



 



 

1

1

, (9 )

, , (9 )

, , , (9 )

, , , (9 )

, , , , , , , 0, , , , (9 )

, , , , , (9 )

s

r

m
x x
j ij

i

y U L
rj rj rjj

x U L
j ij ij ij

y yx x
ij rj ij j ij rjrj j

ij rj

j g

z z j h

z p y y r j i

z q x x r j l

x y z z z z q p i r j t

v u i r j w







 

   

   

 

 





 

(9)  

where j  is the effeciency and rju and ijv are the weights assigned to the rth output and the ith input 

of the jth DMU, respectively.  

 

The model (9), being called an integrated model, maximizes the sum of the efficiency scores of 

all DMUs. Since the efficiency score for each DMU lies in the intervals [0,1], then the optimal value 

of the objective function of (9) varies between 0 and n. In (9), the constraints (9a) are normalization 

constraints and the constraints (9b) guarantee that the DMUs are all in PPS. According to the 
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constraints (9c) and (9d), it is obvious that ( )
y yL U

rj rj rjrj rj jy y y z p    . Under the optimistic 

conditions, if 0y

j  then .L U
rj rj rjrjy y y p    For 0rjp  , we have L U

rj rj rjy y y  . Investigation 

of constraints (9i) and (9d) reveals that for pessimistic conditions, when 
y y

j jJ  , the value of 

y y
rjrj jz p  increases so that the ( )

y yU
rjrj rj jy z p   equals L

rjy . For 0 y y

j jJ  , (9) determines 

the U
rjy  as the maximum value of rjy , considering the constraints (9g) and (9i). If there exists a t  

such that 0
y

tjtjz p  and also the constraints (9i) are satisfied, then 0
y
jz  . Thus, in order to satisfy 

the constraints (9g), there exists the lth output of jDMU such that 𝑧𝑙𝑗
𝑦

≠ 0. Therefore, 𝑧𝑙𝑗
𝑦

𝛾𝑗
𝑦

+ 𝑝𝑙𝑗 ≠

0, and by constraints (9c),
U

lj lj
y y . Note that by this the non-zero value of the parameter 

y

j is 

imposed to the lth output of jDMU . 

 

Constraints (9e), (9f), (9h), and (9l) have interpretations respectively similar to constraints (9c), 

(9d), (9g), and (9i). Constraints (9t) impose non-negativity on the variables. Also, constraints (9w) 

show the lower bounds for the weights. Feasibility of model (9) is shown in Appendix A. 

 

For more clarity, Figure 1 shows four DMUs with one certain input and one interval output. It also 

displays the PPSs of the proposed model and the Despotis and Smirlis’s [11] models for 1DMU  in 

optimistic and pessimistic cases. Note that the model has the same PPS for all DMUs. 

 

Theorem 4.1. Let us ( , )rj iju v , ˆ ˆ( , )rj iju v  and 
* * * * * * * * * *( , , , , , , , , , )x y x x

rj ij j j ij rj ij rj ij rju v z z z z q p x y be optimal 

solutions of the models (7), (8), and (9), respectively. Then, j , the efficiency score of the jth DMU, 

satisfies
L U

j j j    . 

 

Proof: Since 
* * * * * * * * * *( , , , , , , , , , )x y x x

rj ij j j ij rj ij rju v z z z z q p x y  is an optimal solution for (9), we can define 

the followings 

*

1

*

*

0,

, , ,

, , ,

m
L

j ij ij

i

rj

rj

j

ij

ij

j

v x

u
u r j

v
v i j









 

 

 



 

By investigation of (9), we get 
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* * *

1 1
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1 1 1

* *

1 1 1 1

* * * *
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1
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1
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1
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m m
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s m s m
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In addition, we have: 

 

Referring to

 

*

1

1
1

m
L

ij ij

ij

v x
 

 , the following inequalities hold for all DMUs: 

* *

1 1

1
( ) 0

s m
U L

rj rj ij ij

r ij

u y v x
  

   , 

*

*

0, , ,

0, , ,

rj

rj

j j

ij

ij

j j

u
u r j

v
v i j



 



 

   

   

 

It is obvious that
 

* * * * * * * * * *( , , , , , , , , , )x y x x

rj ij j j ij rj ij rju v z z z z q p x y  is a feasible solution for (7). Thus, we have 

U

j j   for all
x

jJ  and 
y

jJ . 

 

Similarly, we can show that 
L

j j   for 
x

jJ and 
y

jJ . Then, 
L U

j j j    . 

 

Corollary 4.2. If jDMU  evaluated by (9) is efficient, then it is efficient for (7).  

 

Next, the following lemma may be concluded from the foregoing theorems. 

 

Lemma 4.3. If 
* * * * * * * * * *( , , , , , , , , , )x y x x

rj ij j j ij rj ij rj ij rju v z z z z q p x y is the optimal solution of (9), then 
* *( , )rj iju v  

is an optimal solution of (6) provided that 
*

ij ijx x  and
*

rj rjy y . 

 

Proof: We need to show that
* *

j j  . 

*

1 1

1
1 1

s s
U U

rj rj rj rj

r rj

u y u y
 

   

. 

. 
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Figure 1. Comparison of the PPS of the model (9) and Despotis and Smirlis’s approach for 

1DMU  in the optimistic and pessimistic cases 

 

 (i) Since 
*

ij ijx x  and
*

rj rjy y , it is easy to show that 
* *( , )rj iju v  is a feasible solution for (6). Thus, 

* *

j j  .  

(ii) Assume that ( , )rj iju v  is an optimal solution for (6), 
*

ij ijx x  and
*

rj rjy y , where
 

* ( )
y yL U

rj rj rjrj rj jy y y z p     and *L x x U
ij ij j ij ij ijx z q x x    . So, there exist at least one rjy and 

one ijx such that the constraints (9a) and (9b) are satisfied. Hence, 
* *

j j  .  

From (i) and (ii), we conclude that 
* *

j j  . Therefore, 
* *( , )rj iju v  is an optimal solution of (6). 

 

Theorem 4.4. Let an optimal solution for Model (9) be 
* * * * * * * * * *( , , , , , , , , , )x y x x

rj ij j j ij rj ij rj ij rju v z z z z q p x y . 

Then, we have: {1,..., }, {1,..., }j n l n     such that 
1 1

0
s m

rj rl ij il

r i

u y v x
 

   . 

 

Proof: It is evident that, in Model (6), {1,..., }, {1,..., }j n l n     such that 

1 1

0
s m

rj rl ij il

r i

u y v x
 

   . So, by Lemma 4.3 the result follows. 

 

Theorem 4.5. jDMU  is efficient if and only if 1j  . 

 

Proof: Assume that 
* * * * * * * * * *( , , , , , , , , , )x y x x

rj ij j j ij rj ij rj ij rju v z z z z q p x y is the optimal solution for (9). (Only if 

part): By Theorem 4.5 and setting l j , we have 
* *

1 1

0
rj ij

s m

rj ij

r i

u y v x
 

   . Since 
*

1

1
ij

m

ij

i

v x


 , 

*

1

1
rj

s

rj

r

u y


  and 1j  . 
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(If part): 
* * * * *

1 1 1 1 1

1 1 0
rj rj ij rj ij

s s m s m

j rj rj ij rj ij

r r i r i

u y u y v x u y v x
    

            . In 

other words, jDMU  is efficient.  

 

Remark 4.6. Let us define  * *ˆ ˆ,p px y as the projection of pDMU  on the frontier. Then,  * *ˆ ˆ,p px y  

which is an improved activity for any inefficient pDMU , would be efficient when evaluated by 

Model (9). Applying  * *ˆ ˆ,p px y in constraint (9b), we get 

 

* * * *

1 1 1 1

* *

1 1

ˆ ˆ ( ) ( )

,

s m s m

rp rp ip ip rp rp ip p ip

r i r i

s m

rp rp p ip ip

r i

u y v x u y v x

u y v x





   

 

  

 

   

 
 (10)

 

*

1

1
m

ij ip

i

v x


  

The above relations imply 
*

1

0
s

rj rp p

r

u y 


  . 

 

Considering the efficiency score of any DMU which depends on the conservative level for the 

input and output parameters, the mean value of all efficiency scores for fixed 
x x

j  and
y y

j  is 

given by ( )j  , where 
x y    . Consequently, all DMUs may be divided into one of the 

following three classes. 

 

Class 1: The DMUs which are efficient, for all
x

j  and 
y

j , that is, { | , ( ) 1}jE j      . 

Class 2: The DMUs, which are efficient for some 
x

j  and 
y

j , that is, 𝐸+ = {𝑗|∃Γ̅; ∀Γ ∈

[0, Γ̅], 𝜃𝑗(Γ) = 1 and 𝜃𝑗(Γ > Γ̅) < 1}. 

Class 3: The DMUs, which are inefficient for 0x y

j j   , that is, 𝐸− = {𝑗|∀Γ = 0, 𝜃𝑗(Γ) < 1}. 

 

It is clear that the DMUs with the highest performances belong to the class E
 and those with 

least performances belong to the class E
. Besides, the DMUs in class E

 have DMU performances 

in between the ones corresponding to classes E
and E

. 

 

5. Numerical Examples 

 

Here, two numerical examples are provided to show the appropriateness of the proposed model.  

 

Example 5.1. Consider 5 DMUs each with only one interval input and one interval output. The inputs 

and outputs for all DMUs are the same as shown in Table 1 and Figure 2. 
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Table 1: Inputs and outputs of 5 DMUs 

jDMU X Y 

1 [0.75,1.05] [9.00,10.00] 

2 [1.25,1.50] [1.00,11.30] 

3 [1.20,1.75] [6.00,7.50] 

4 [1.10,1.60] [2.00,9.00] 

5 [ 0.80, 1.40] [3.00,8.00] 

 

 
Figure 2. Inputs and outputs of 5 DMUs 

 

Model (9) is run for different combinations of 
x x

j   and 
y y

j   for 1,2,....,5j  , and a 

fixed x y    . The GAMS software package with 610   was used. In each case, the efficiency 

scores of the 5 DMUs were obtained as displayed in Figure 3 for all possible 
x  and 

y such that 

x y    . For 0x y    and ( 0)x yC    , the global optimistic and pessimistic cases of 

the sum of efficiency scores for all DMUs are also shown in Figure 3.  

 

In Figure 4, the point A shows the pessimistic case for DMU4, when 1x y   . For 𝛾𝑥 = 1 and 

𝛾𝑦 = 0, B is generated. For 𝛾𝑥 = 1 and 𝛾𝑦 = 0.5, the point falls on the line segment AB. For 

0x y   , the point C showing the optimistic case is obtained. Finally, for 𝛾𝑥 = 0.5 and 𝛾𝑦 = 0, 

the point falls on the line segment BC. 

 

Note that 1{ },E DMU  2 5{ , },E DMU DMU   and 3 4{ , }.E DMU DMU  Hence,

3DMU and 4DMU are inefficient DMUs, for all  s, 2DMU  is efficient, if 0.025   and 5DMU  

is efficient, if 0.1  . 
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(Axiom x and y show   and efficiency scores, respectively.) 

 

Figure 3. The efficiency scores of 5 DMUs 

 

 

 
(Axiom x and y show   and efficiency scores, respectively.) 

 

Figure 4. Changing 
x and 

y of DMUs from pessimistic case to optimistic case 

 

Example 5.2. The data set correspond to 24 branches of Bank Mellat in Iran. Each branch uses two 

interval inputs, the number of the staff and departments, to produce five interval outputs including 

long-term saving, short-term saving, saving account, Gharzol Hasaaneh savings account and Facility. 

The inputs and outputs are given in tables 2 and 3, respectively. 
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Table 2. The input data for 24 bank branches of Bank Mellat 

 
 

Model (9) is run for different combinations of 
x

j and
y

j , and a fixed   with 810  . In each 

case, the efficiency scores are obtained for the 24  DMUs. The efficiency scores of the 24 DMUs are 

displayed in Figure 5 for all possible 
x

j and 
y

j . In addition, all DMUs are classified into the 

following three classes: 

 

1 5 6 9 10 12 15 24

2 3 4 7 8 11 13 14

16 17 18 19 20 21 22 23

{ , , , , , , , }.

{ , , , , , , , ,

, , , , , , , }.

.

E DMU DMU DMU DMU DMU DMU DMU DMU

E DMU DMU DMU DMU DMU DMU DMU DMU

DMU DMU DMU DMU DMU DMU DMU DMU

E
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The DMUs belonging to the class E
are efficient, for all  s, and those in the class E

are 

efficient, only for some  s. 

 

Table 3. The output data for 24 bank branches 

 

6. Conclusion  

 

In conventional DEA, the data are assumed to be specific numerical values. However, in reality 

the observed values of the inputs and outputs are mostly imprecise. The impreciseness of the data in 

the DEA modeling is dealt with in various ways in the literature. Here, a deterministic methodology 

was proposed to address the problem of measuring the DMU efficiencies when the inputs and outputs 

were supposed to lie in intervals. The concept of conservative level for inputs and outputs was used 

to propose a DEA model. The efficiency scores obtained by solving the suggested model were 

somewhere between the optimistic and the pessimistic cases introduced by Despotis and Smirlis [11]. 
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(Axiom x and y show   and efficiency scores, respectively.) 
 

Figure 5. The efficiency scores of 24 DMUs 
 

When the conservative level is chosen at some certain values, the optimistic and the pessimistic results 

are also accessible. In our proposed approach, the inputs and outputs for each DMU were taken to 

have fixed values and the sum of efficiencies was maximized. Therefore, the DMUs were evaluated 

by the same production possibility set (PPS). While Despotis and Smirlis [11] considered the 

optimistic and pessimistic PPS for each DMU, the proposed model evaluates all DMUs by the same 

PPS; moreover, all DMUs are evaluated by solving only one model; these are the advantages of the 

proposed model. Ranking the units with respect to efficiency scores and computing the Malmquist 

index, when the data is uncertain, may be considered for future research. 
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Appendix A 

 

Theorem 4.1. Model (9) is always feasible. 

 

Proof: Let 0, ,x y x y U L U L

ij rj j j ij ij ij rj rj rjz z z z q x x p y y        . Then, constraints (9e) and (9f) 

imply that 
U

ij ijx x and 
U

ij ijx x , respectively, and also constraints (9c) and (9d) lead to 
L

rj rjy y  and 

L

rj rjy y , respectively. Hence, we have 
U

ij ijx x  and 
L

rj rjy y . Setting
1

ij U

ij

v
x

 and 
1

rj L

rj

u
y

 , 

completes the proof. 
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