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A non-smooth multi-objective model for hub location problem 

 
 

A. Ansari Ardali 1,*, A. Raeisi Dehkordi2 
 

     In this paper, we consider a multi-objective hub location problem (MOHLP) to locate two constrained    

facilities in order to minimize the distance between these facilities and the weighted distance between each 

facility and related customers. For this purpose, we establish a necessary and sufficient condition of 

optimality for finding an efficient solution of the problem. We show that MOHLP can be reduced to a simple 

bi-level distance problem. Then we develop an efficient algorithm to find the optimal solution set of BDP,  

and provide its convergence without any assumption. Moreover, an algorithm is proposed to solve MOHLP, 

which converges in a finite number of iterations. Some examples are stated to clarify the proposed 

algorithms. 
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1. Introduction 

 

   Facility location is a fundamental problem in computer science, industrial engineering and 

operations research, which is referred to find an optimal placement of some locations (centers or 

hubs) among a set of demand points (customers or clients). Based on the properties of the potential 

facility locations and demand points, many variations of the problem may arise, e.g., constrained or 

unconstrained, one objective or multi-objective, rectilinear distance or Euclidean distance. There are 

many different kinds of facility location problems for which various methods have been proposed; 

see [6,33] and references therein.  

 

   Rectilinear distances are applicable when travel is allowed only in two perpendicular directions 

such as North–South and East–West. This distance metric is also popular among researchers 

because the analysis is usually simpler than the other metrics; see [11]. The rectilinear distance is 

also called the Taxicab Norm distances, because it is the distance a car would drive in a city layout 

in square blocks (if there are no one-way streets). The rectilinear distance has widely been used in 

facility location problems in [2,11,15,16,17,19,20,22,24,28,31,32].  

 

   Hub Location Problems lie at the heart of network design planning in transportation and 

telecommunication systems. They constitute a challenging class of optimization problems that focus 

on the location of hub facilities and on the design of hub networks. There are numerous variants of 

the hub location problems such as hub network topologies, flow-dependent discounted costs, 

capacitated models, uncertainty, dynamic and multi-modal models, and competition and 

collaboration [4,5,7,8,12]. Okelly has proposed in [23] the first quadratic integer programming 

formulation for the classic uncapacitated single allocation p-hub median problem.   The  hub 
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location problem with profit-oriented objectives has been studied in [5] that measure the trade-off 

between the revenue derived from served commodities and the overall network design and flow 

costs. A mixed integer programming model has presented in [30] to formulate a profit-maximizing 

hub location problem with the service capacity and flow capacity constraints. 

 

   Many real-world multi-objective facility location problems are evaluated with multiple, often 

conflicting criteria or objective functions. When there is no a priori information about the 

importance of each objective, the solutions to such a multi-objective optimization problem are 

usually compared in terms of an efficient solutions. There is also a growing tendency that, in many 

real-world, decision-makers are likely to pursue multiple objectives to achieve the efficient 

utilization of available resources [1,13,14,26,29]. This trend transforms the problem into a multi-

objective facility location problem with objectives that may occasionally conflict with one another. 

Hence by motivating the mentioned practical facility location examples and considering the wide 

applications of the multi-objective problem, we focus on a multi-objective location problem. In 

[14], a temporary emergency service center has presented for a natural gas distribution company. A 

mixed-integer programming model has developed in [1] and the scenario production method is used 

to solve this stochastic model. 

 

   Table 1 shows various kinds of locations problems, the distance functions used to solve them and 

their developers. 

 

Table 1. The literature of the developed location model. 

Year Problem Distance Constraint References 

2021 
Multi-objective capacitated 

location-routing problem  
Stochastic  

Unconstrained [1] 

2021 
The rectilinear barrier Weber 

location problem 
Rectilinear 

Unconstrained [3] 

2016 The impact of hub network 
Without 

distance 

Unconstrained [4] 

2011 Inverse p-median problem Euclidean Unconstrained [6] 

1996 
Uncapacitated single allocation 

p-hub median problem 
Euclidean 

Unconstrained [12] 

2018 
Constrained rectilinear distance 

location problem 
Rectilinear 

Constrained [21] 

2017 
Generalized constrained multi-

source Weber problem 
Euclidean 

 Constrained [22] 

2009 Location and relocation problem Euclidean  Unconstrained       [31] 

 

 

 

   Due to the wide applications of location problems in operations research, marketing, urban 

planning, etc., we formulate a new mathematical multi-objective model of transportation problems 

by combining the location and the hub problems. Consider the locations of two clusters of 

customers and their demands, the multi-objective hub location problem (MOHLP) is concerned 

with locating two hubs in the specific regions of Euclidean plane and allocating them to the demand 

customers in order to satisfy the distance between the hubs and their demand at the minimum total 

cost. MOHLP can be applied to many problems, for instance, in locating a school, a warehouse, a 

post office, a fire station, a hospital, an ambulance station, and so on.  As an example, MHOLP can 

used to build the free trade zones in two neighboring countries, so that their interests are guaranteed. 
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   Most of the location problems studied in the literature have no restriction on the location; see 

[1,2,4,5,8,10,11,14,30]. Although in the presence of the restricted location for the facility (see 

[21,22]) has more practical relevance than the unconstrained case, it has not been given much 

attention until lately. The choice of a suitable constraint plays a crucial role for a reasonable 

estimation of MOHLP in realistic environments. A city is usually partitioned into several blocks (or 

boxes), and the city managers may decide to locate the new facility in a determined block in order 

to minimize the sum of transportation costs between the new facility and the customers. Hence it is 

more practical that the new facility is to be placed in a box. Hence we consider the MHOLP with 

box constraints. 

 

   We present a necessary and sufficient condition to find a subset of the efficient solution set (or the 

set of all optimal solutions) of MOHLP by using the convex analysis tools. The presented necessary 

and sufficient condition enables us to find a subset of the efficient solutions of MOHLP between all 

feasible solutions simply and effectively. Moreover, it leads to design an efficient algorithm. The 

advantages of the proposed algorithm are as follows: 

1. It uses a few parameters. 

2. It finds a subset of the efficient solutions. 

3. It terminates in a finite number of iterations. 

4. It is simple and easy to implement. 

 

   The paper is organized as follows. In the next section, we provide the preliminary and notation 

results that will be used in the sequel.  Section 3 is devoted to present a necessary and sufficient 

optimality condition for finding a subset of the efficient solution set of MOHLP. In section 4, we 

state an efficient algorithm for solving the MOHLP and the convergence results are discussed. 

2. Notions and preliminaries 

 

     In this section, we present notation and auxiliary results that will be needed in what follows. 

 Let ., na b   We denote the line segment between a  and b by [ , ],a b  where, 

 

[ , ] { (1 )   |  0 1}.a b ta t b t   „ „  

    

Let   be a non-empty closed set in 
n

. Let y be a point in   that is closest to 
nx  ; we say 

that y lies in the projection of x  onto  . Denote by ( )P x  the set of points in   closest to 

x , i.e. 

 

( ) argmin {  |  }.sP x x s y x y x s s        ‖ ‖ ‖ ‖ ‖ ‖ ,„  

  

   We recall the following results from [9,27]. Let ˆ nx    and : n   be a convex  

function. In place of the gradient, we consider subgradients of ˆ ,x  those elements   of 
n

 

satisfying: 
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ˆ ˆ( ) ( ) , , .nx x x x x       …  

  

   We denote the set of subgradients of   at x̂  (called the classical Fenchel subdifferential of 

Convex Analysis) by ˆ( )x . It is worth mentioning that when   is convex, the most existing 

subdifferentials coincides with the classical Fenchel subdifferential of Convex Analysis. 

 

    Let S  be a closed subset of .n
 The normal cone to S  at s S  is defined as: 

 

( ) : { |  , 0,  }.n

SN s s s s S         „  

  

The indicator function of 𝑆, denoted by (.),SI  the extended-valued function defined by 

 

0, if   ,
( )

, otherwise.
S

x S
I x


 


 

  

 

   In the following theorem, we summarize some results, which are used in what follows. 

 

Theorem 2.1. [9, Proposition 2.1, Corollary 1.2.7, Proposition 1.2.11, Exercise 1.10.2]  Let 

: n   and  : n    be two convex functions. Then the following assertions hold: 

i. For any scalar ,   we have ( ) ( ).x x      

ii.   The point x̂  is a (global) minimizer of , if and only if the condition ˆ0 ( )x  holds. 

iii. Let   be differentiable at ˆ ,x   then  ˆ0 ( )( ),x    if and only if:  

ˆ ˆ( ) ( ).x x    

iv. For closed convex set , ( ) ( ).S SS I x N x   

 

   Consider the following Multi-objective Optimization Problem (MOP): 

 

1 2min  ( ) ( ( ), ( ), , ( ))

. .   ,

mf x f x f x f x

s t x S

 


 (1) 

 

where, : n

if   are the continuous functions and S is a closed set. 
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    We say 
*x S  is an efficient solution for MOP (1), if there does not exist any x S  such that   

 

*( ) ( ),   1,2, , ,i if x f x i m „  

 

and 
*( ) ( )j jf x f x  for at least {1,2, , }.j m   

 

 

3.  Model and solution method 

      The mathematical model of the multi-objective hub location problem is given as follows: 

  

1 1 2 1 3 2

1 1

(MOHLP) : min ( ) : || || , ( ) : || || , ( , ) : || ||

, ,

,

 ( )
d d

j j j j

j j

f x w x a f y w y a f x y x y

x X y Y

X Y 

 

     

 

 

 

 

 

(2) 

 

where, 

i. 
1

  isthe rectilinear distance andis Euclidean distance 
2

 , 

ii.    0 ( : 1,2,..., ), and 0 ( : 1,2,..., )j jw j D d w j D d      are the 

corresponding weights, 

iii.  ( ) and   ( ) j ja j D a j D  ,are the location of customers 

iv. {  |  }nX x x  l u„ „  and {  |  }nY y y  l u„ „   are the feasible solution 

sets, and 

v. x X  y Y  and are the locations of hubs. 

 
    Next we proceed to present a necessary and sufficient condition for finding the efficient solution 

of MOHLP (2). We consider the following Bi-level Distance Problem (BDP): 

 

2

1 1

2 2

(BDP) : min || || ,

: argmin ( ),

: argmin ( ).

 

x X

y Y

x y

x f x

y f y







 

 

 

 

(3) 

 

  The following theorem presents a relation between MOHLP (2)  and BDP (3). 

 

Theorem 3.1. Suppose that 
* *( , )x y   is an optimal solution of BDP (3), then 

* *( , )x y  is an efficient 

solution of MOHLP (2). 
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Proof. On the contrary, suppose that 
* *( , )x y is not an efficient solution of MOHLP (2).  Hence 

there exists ˆ ˆ( , )x y such that 

 

*

1 1

*

2 2

* *

2 2

ˆ( ) ( ), (4)

ˆ( ) ( ), (5)

ˆ ˆ ), (6

f x f x

f y f y

y x y x 

„

„

„‖ ‖ ‖ ‖

 

 

 

 

and one of the inequalities (4), (5) or (6)  is strict. If the inequality (4)  (or inequality (5)) is strict, 

then it contradicts to 
*

1x   (or 
*

2y  ). Now if 
* *

2 2
ˆ ,ˆy x y x „‖ ‖ ‖ ‖  it contradicts to 

optimality of 
* *( , )x y  for BDP (3). Hence the proof is complete. 

 

 

     We now proceed to describe the solution method for finding the solution sets 1  and 

2. Consider the following mathematical location model: 

 

1

1

min ( ) : ,  . .  ,n

d

j jx
j

f x w x a s t x




  l u„ „‖ ‖  (7) 

 

where nl  and nu  are fixed vectors and inequalities are taken componentwise 

and  ( 1,2, , )jw j d   are positive multipliers. Let 1 2( , , , )T

nx x x x   and 

1 2( , , , )T

j j j nja a a a   for 1,2, ,j d  . We can rewrite Problem (7)  as follows: 

 

1 1

min ( ) : | |,  . .  , 1, 2, , .n

n d

j i ij i i ix
i j

f x w x a s t x i n


 

    l u„ „   

 

Each quantity on the right-hand side can be treated as an independent optimization problem 

for each :i  
 

1

min ( ) : | |,  . .   .
i

d

x i i j i ij i i i

j

f x w x a s t x



  l u„ „  (8) 

 

Let   and ( 1,2, , )i i n     be the optimal solution sets of (7) and (8) respectively. 

It is easy to see that  
1 2 .n      Therefore, we focus on a method for solving the 

subproblems (8). Throughout the paper, subscript  i   in (8)  does not need and we consider 

the simplified model of the subproblems without confusion: 
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1

min ( ) : | |,  . .  .
d

x j j

j

f x w x a s t l x u



  „ „  
  

(9) 

 

   We denote the optimal solution set of BDP (3)  as follows: 
 

* * * *

2 2 1 2{( , ) |  ,    and  }.x y y x y x x y     „‖ ‖ ‖ ‖   

 

   To simplify the notion, we denote {( , )}.j

j jx y   To present our algorithm, we need 

the following theorem. 

 

Theorem 3.2. The optimal solution set of BDP (3)  is as follows. For each ,j if 

1 2 ,j j    then 

 

 1 2( , ) | ,j j jt t t      

otherwise 

 
1 2

1 2 1 2 2 1( , ) | ( ) and ( ) .j j

j t t t P t t P t
 

      

 

Proof. Based on [21], each  ( 1,2)i i    is a box. Without loss of generality, suppose that 

1 {  | }nx x   a b„ „  and 2 {  | }.ny x   c d„ „  Hence BDP (3) can be rewrite as 

follows: 
 

2

,
1

min ( , ) : ( ) ,

. .   , 1, 2, , ,

, 1,2, , .

n

n

j jx y
j

j j j

j j j

g x y x y

s t x j n

y j n




 

 

 



a b

c d

„ „

„ „

 

 

 

 

Each quantity on the right-hand side can be treated as an independent optimization problem 

for each :j  
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2

,
min ( , ) : ( ) ,

. .   ,

.

n
j j

j j j j jx y

j j j

j j j

g x y x y

s t x

y


 

a b

c d

„ „

„ „

 
(10) 

Now if 1 2 ,j j    then the optimal solution set of Problem (10)  is 1 2 .j j j     

Therefore 
 

 1 2( , ) | .j j jt t t      

 

    Next consider the other case, when 1 2 .j j    Suppose that 1 2( , )t t  is the optimal 

solution of Problem (10). Hence 1 2( , )t t   is the optimal solution of the following 

unconstrained problem: 
 

1 2

2min ( , ) : ( ) ( ) ( ),

. .  , .

 n j jj j j j j j jx

j j

h x y x y I x I y

s t x y

  
   


 

 

 

 

By Theorem 2.1, we have 
 

1 20 (.)( , ).jh t t  

 
 

 

It follows from Theorem 2.1 that 
 

1 2
2 1 1 2 1 22( , ) ( ) ( ).j j

Tt t t t I t I t
 

     

 

 

 

By the assumption, we obtain 1 2t t   and 

 

1

2

2 1 1

1 2 2

( ),

( ).

j

j

t t N t

t t N t





 

 
 

 

 

 

Hence 
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 
1 2

1 2 1 2 2 1( , ) | ( ) and ( ) ,j j

j t t t P t t P t
 

     

 

 

 

4. Algorithm 

   In this section, we present an algorithm to find the optimal solution set of BDP (3). Also 

the global convergence of the proposed method is proved in linear time. Moreover, an 

algorithm is proposed for solving MOHLP (2)  in ( log )O m m  time where 

max{ , }.m d d   

   A detailed description of the algorithm for solving BDP (3)  states as follows. 

 

Algorithm 1. 

Input: Two boxes  1 : | nx x   a b„ „  and  2 : | nx x   c d„ „ . 

Output: The set of minimizers of distance between 
1 and 2.  

            For 1,2, ,i n   do: 

             set  : min , ,i i ie a c  

             W.L.G. suppose that ,i ie a  

              if ,i ib c„ then {( , )},i

i ib c   

              else if ,i ib d„  then  ( , ) | [ , ] ,i

i it t t   c b  

              else  ( , ) | [ , ] .i

i it t t   c d  

 

 

 

Theorem 4.1.  Algorithm 1 runs in ( )O n  time. 

Proof.  The proof follows from Theorem 3.2. 

 

   The overall solution method for MOHLP (2) can be outlined as follows. 

 

Algorithm 2. 

Input: The number of customers .d  The location of customers ja D and ,ja D  and 

the  positive multipliers jw D  and ,jw D  and the feasible solution sets X  and .Y  

Output: The subset of the efficient solution set  of MOHLP (2). 

Step1.  Use the presented algorithm in [21] for finding the solution sets 1  and 2.      

Step 2. Use Algorithm 1 for finding the set of minimum distance between two              

boxes  1  and 2.  
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Theorem 4.2. The output set  generated by Algorithm 2 is a subset of the efficient 

solution set of MOHLP (2). Moreover, if ,n m„ then Algorithm 2 terminates after at most 

n iterations, and can be implemented to run in ( log )O m m time. 

Proof. The first part of the proof follows from Theorem 3.1. Now consider the second part 

of the proof. By [21],  Step 1 runs in . ( log ) ( log )O d d O d d  Indeed the overall 

running time for Step 1 is  ( log )O m m  On the other hand, Step 2 runs in ( )O n time. 

Since ,n m„  it follows that the overall running time is ( log ).O m m  

 

     To make these algorithms clear, the following example is provided. 

Example 4.1. Assume in problem (2) that 
 

1 2 3 4

1 2 3 4

1 2 3

1 3 2

2

(0,0), 

.

(0, 2),  (2, 2),  (2,0),

1,

(0,0),   (0, 2),   (2, 2),

1,  4,

T T T T

T T T

a a a a

w w w w

a a a

w w w

X Y

   

   

  

  

 

 

 

 

 

By Theorem 3.1, problem (2) is equivalent the following bi-level problem: 
 

2

2

2

4

1 1

1

2 1 1 2 1 3 1

,

.

(BDP) : min || ||

: argmin ,

: argmin 3

 

ix
i

y

x y

x x a

y y a y a y a








  

      

‖ ‖

‖ ‖ ‖ ‖ ‖ ‖

 (13) 

Next we apply the Algorithm 2 to solve the BDP (14).  In Step 1, we have 
 

2

1 1 2

2

{ | 0 2,  0 2},

{(6,1) }.T

x x x  

 

„ „ „ „
 

 

 

Indeed, 
 

1 2

1 1

1 2

2 2

{ | 0 2},  { | 0 2},

{6},  {1}.

x x x x     

   

„ „ „ „
 

 

 

 

In Step 2, using Algorithm 1, we have 
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1

1

2

2

1,  0,  {(2,6)},

2,  1,   {(1,1)}.

i e

i e

   

   
 

 

 

 

Hence 
* (2,1)Tx    and 

* .(6,2)Ty    

Illustration of solution method for solving problem (14)  is presented in Figure 1. 

 
 

 
Figure 1. Illustration of Example 4.1. 

 

 

   Next we consider the Example 1 in the constrained case. 

Example 4.2. Assume in Example 1 that 
2 ,X   and 

2

2{ | 4}.Y y y    

By Theorem 3.1, problem (2) is equivalent the following bi-level problem: 

 

2

2

4

1 1

1

2 1 1 2 1 3 1 .

(BDP) : min || || ,

: argmin ,

: ar

 

gmin 3

ix
i

y Y

x y

x x a

y y a y a y a








  

      

‖ ‖

‖ ‖ ‖ ‖ ‖ ‖
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Next we run the Algorithm 2 to solve the BDP (14). In Step 1, we get 

 
2

1 1 2

2

{ |  0 2,  0 2},

{(6,4) }.T

x x x  

 

„ „ „ „
 

 

 

Indeed, 

 
1 2

1 1

1 2

2 2

{ |  0 2},  { |  0 2},

{6},  {4}.

x x x x     

   

„ „ „ „
 

 

 

In Step 2, using Algorithm 1, we obtain 
 

1

1

2

2

1,   0,  {(2,6)},

2,  1,   {(2,4)}.

i e

i e

   

   
 

 

 

 

Hence 
* ,(2,2)Tx   and 

* .(6,4)Ty   

The solution method for solving problem (14)  is illustrated in Figure 2. 
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Figure 2. Illustration of Example 4.2. 

 

 

 

 

 

 

Conclusion 

   We consider the Multi-objective hub location model which is applicable to formulate and 

solve the location problems in the real world.  The necessary and sufficient condition is 

stated for finding the efficient solution.  Then using the obtained result, we show that the 

problem can be reduced to a simple bi-level distance problem. Moreover, an efficient 

algorithm is presented to find the optimal solution set of the bi-level distance problem. The 

global convergence of the algorithm is proved and two example is provided for clarifying 

the proposed method. How to solve the non-convex hub location problems arising in 

operations research by the exact algorithms deserves further and more extensive 

investigation in our future research. 
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