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Abstract

The Anaytic Network Process (ANP) is a generalization of the Analytic
Hierarchy Process (AHP). The basic structure is an influence network of
clusters and nodes contained within the clusters. Priorities are established in
the same way they are in the AHP using pairwise comparisons and judgment.
Many decision problems cannot be structured hierarchically because they
involve the interaction and dependence of higher-level elements in a hierarchy
on lower-level elements. Not only does the importance of the criteria
determine the importance of the alternatives as in a hierarchy, but also the
importance of the alternatives themselves determines the importance of the
criteria. Feedback enables us to factor the future into the present to determine
what we have to do to attain adesired future. To illustrate ANP, one exampleis
also presented.
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1. Introduction

The Analytic Hierarchy Process (AHP) is a theory of relative measurement with
absolute scales of both tangible and intangible criteria based on the judgment of
knowledgeable and expert people. How to measure intangibles is the main concern
of the mathematics of the AHP. In the end we must fit our entire world experience
into our system of priorities if we are going to understand it. The AHP reduces a
multidimensional problem into a one dimensional one. Decisions are determined by a
single number for the best outcome or by a vector of priorities that gives an ordering
of the different possible outcomes. We can also combine our judgments or our final
choices obtained from a group when we wish to cooperate to agree on a single
outcome.
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The Analytic Network Process (ANP) is a generaization of the Analytic
Hierarchy Process (AHP), by considering the dependence between the elements of
the hierarchy. Many decision problems cannot be structured hierarchically because
they involve the interaction and dependence of higher-level elements in a hierarchy
on lower-level elements. Therefore, ANP is represented by a network, rather than a
hierarchy.

The feedback structure does not have the top-to-bottom form of a hierarchy but
looks more like a network, with cycles connecting its components of elements, which
we can no longer call levels, and with loops that connect a component to itself. It
also has sources and sinks. A source node is an origin of paths of influence
(importance) and never a destination of such paths. A sink node is a destination of
paths of influence and never an origin of such paths. A full network can include
source nodes; intermediate nodes that fall on paths from source nodes, lie on cycles,
or fall on paths to sink nodes; and finally sink nodes. Some networks can contain
only source and sink nodes. Still others can include only source and cycle nodes or
cycle and sink nodes or only cycle nodes. A decision problem involving feedback
arises often in practice. It can take on the form of any of the networks just described.
The challenge is to determine the priorities of the elements in the network and in
particular the alternatives of the decision and even more to justify the validity of the
outcome. Because feedback involves cycles, and cycling is an infinite process, the
operations needed to derive the priorities become more demanding than has been
familiar with hierarchies.

2. Hierarchies, Paired Comparisons, Eigenvectors and Consistency

As mentioned before, the Analytic Hierarchy Process (AHP) is a generalization
of the Anaytic Hierarchy Process (AHP). Therefore, we review the concepts and
basic elements of AHP, first. For more details, the reader is referred to Saaty [2].

Paired Comparisons and the Fundamental Scale

To make tradeoffs among the many objectives and many criteria, the judgments
that are usually made in qualitative terms are expressed numerically. To do this,
rather than simply assigning a score out of a person’s memory that appears
reasonable, one must make reciprocal pairwise comparisons in a carefully designed
scientific way.

The Fundamental Scale used for the judgments is given in Table 1. Judgments
are first given verbaly as indicated in the scale and then a corresponding number is
associated with that judgment. The vector of prioritiesis the principal eigenvector of
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the matrix. This vector gives the relative priority of the criteria measured on aratio
scale. That is, these priorities are unique to within multiplication by a positive
constant. However, if one ensures that they sum to one they are then unique and
belong to a scale of absolute numbers.

Table 1. Fundamental Scale
1 equal importance
3 moderate importance of one

over another

5 strong or essential
importance

7 very strong or demonstrated
importance

9 extreme importance
2,4,6,8 intermediate values
Use reciprocals for  inverse
comparisons

Associated with the weights is an inconsistency. The consistency index of a
matrix is given by cr.=(i_ -»)/»-3). The consistency ratio (C.R) is obtained by
forming the ratio of .. and the appropriate one of the following set of numbers
shown in Table 2, each of which is an average random consistency index computed
for »<1ofor very large samples. They create randomly generated reciprocal matrices
using the scale /9, 1/8,...,1/2, 1, 2,..., 8, 9 and caculate the average of their
eigenvalues. This averageis used to form the Random Consistency Index R.I.

Table 2. Random Index
Order 1 2 3 4 5 6 7 8 9 10
R.I. 0 0 052 089 111 125 135 140 145 149

It is recommended that c¢.R.should be less than or equal to 0.10. Inconsistency
may be thought of as an adjustment needed to improve the consistency of the
comparisons. But the adjustment should not be as large as the judgment itself, nor so
small that it would have no consequence. Thus inconsistency should be just one
order of magnitude smaller. On a scale from zero to one, the overall inconsistency
should be around 10 %. The requirement of 10% cannot be made smaller such as 1%
or .1% without trivializing the impact of inconsistency. But inconsistency itself is
important because without it, new knowledge that changes preference cannot be
admitted [4].
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Finally the process of decision-making requires us to analyze a decision
according to Benefits (B), the good things that would result from taking the decision;
Opportunities (O), the potentially good things that can result in the future from
taking the decision; Costs (C), the pains and disappointments that would result from
taking the decision; and Risks (R), the potential pains and disappointments that can
result from taking the decision. We then create control criteria and subcriteria or
even a network of criteria under each and develop a subnet and its connection for
each control criterion.

Next we determine the best outcome for each control criterion and combine the
aternatives in what is known as the ideal form for all the control criteria under each
of the BOCR merits. Then we take the best aternative under B and use it to think of
benefits and the best one under O, which may be different than the one under C, and
use it to think of opportunities and so on for costs and risks. Finaly we must rate
these four with respect to the strategic criteria (criteria that underlie the evaluations
of the merits al the decisions we make) using the ratings mode of the AHP to obtain
priority ratings for B, O, C, and R. We then normalize (not mandatory but
recommended) and use these weights to combine the four vectors of outcomes for
each alternative under BOCR to obtain the overall priorities. We can form the ratio
BO/CR which does not need the BOCR ratings to obtain marginal overall outcomes.
Alternatively and better, 1) we can use the ratings to weight and subtract the costs
and risks from the sum of the weighted benefits and opportunities.

3. Networks, Dependence and Feedback

In Figure 1, we exhibit a hierarchy and a network. A hierarchy is comprised of
agoal, levels of elements and connections between the elements. These connections
are oriented only to elements in lower levels. A network has clusters of elements,
with the elements in one cluster being connected to elements in another cluster (outer
dependence) or the same cluster (inner dependence). A hierarchy is a special case of
a network with connections going only in one direction. The view of a hierarchy
such as that shown in Figure 1 the levels correspond to clustersin a network.

There are two kinds of influence: outer and inner. In the first one compares the
influence of elements in a cluster on elements in another cluster with respect to a
control criterion. In inner influence one compares the influence of elements in a
group on each one. For example if one takes a family of father mother and child, and
then take them one at atime say the child first, one asks who contributes more to the
child's survival, its father or its mother, itself or its father, itself or its mother. In this
case the child is not so important in contributing to its survival asits parents are. But
if we take the mother and ask the same question on who contributes to her survival
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more, herself or her husband, herself would be higher, or herself and the child, again
herself. Another example of inner dependence is making electricity. To make
electricity you need steel to make turbines, and you need fuel. So we have the
electric industry, the steel industry and the fuel industry. What does the electric
industry depend on more to make electricity, itself or the steel industry, steel is more
important, itself or fuel, fuel industry is much more important, steel or fuel, fuel is
more important. The electric industry does not need its own electricity to make
electricity. It needs fuel. Its electricity is only used to light the rooms, which it may
not even need.

If we think about it carefully everything can be seen to influence everything
including itself according to many criteria.  The world is far more interdependent
than we know how to deal with using our existing ways of thinking and acting. The
ANP isour logical way to deal with dependence.

Linear Hierarchy
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Figure 1. How a Hierarchy Compares to a Network

The priorities derived from pairwise comparison matrices are entered as parts of
the columns of a supermatrix. The supermatrix represents the influence priority of an
element on the left of the matrix on an element at the top of the matrix with respect
to a particular control criterion. A supermatrix along with an example of one of its
general entry matrices is shown in Figure 2. The component C; in the supermatrix
includes all the priority vectors derived for nodes that are “parent” nodes in the C;
cluster. Figure 3 gives the supermatrix of a hierarchy and Figure 4 shows the ith
power of that supermatrix which is the same as hierarchic composition in the (k,1)

The Supermatrix of a Network
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Figure 2. The Supermatrix of a Network and Detail of a Component in it
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Figure 3. The Supermatrix of a Hierarchy
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Figure 4. The Limit Supermatrix of a Hierarchy
(Corresponds to Hierarchical Composition)

The (n,1) entry of the limit supermatrix of a hierarchy as shown in Figure 4
above gives the hierarchic composition principle.

In the ANP we look for steady state priorities from a limit super matrix. To
obtain the limit we must raise the matrix to powers. Each power of the matrix
captures all trangtivities of an order that is equal to that power. The limit of these
powers, according to Cesaro Summability, is equal to the limit of the sum of al the
powers of the matrix. All order transitivities are captured by this series of powers of
the matrix. The outcome of the ANP is nonlinear and rather complex. The limit may
not converge unless the matrix is column stochastic, that is each of its columns sums
to one. If the columns sum to one then from the fact that the principal eigenvalue of
a matrix lies between its largest and smallest column sums, we know that the
principal eigenvalue of a stochastic matrix is equal to one.

But for the supermatrix we already know that 4 _,, (7") =1 which follows from:

n n W.

maxZa].j Zqu —L =2 formaxw,
TR
n n W.

minY &, <> a W] =4 forminw
j=1 j=1 i

n n
Thus for a row stochastic matrix we have 1:minZaﬁ <A < maxZaﬁ =1
j=1 j=L

The same kind of argument applies to amatrix that is column stochastic.

Now we know, for example, from a theorem due to J.J. Sylvester that when
the eigenvalues of a matrix I are distinct that an entire function f{x) (power series
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expansion of f{x) converges for all finite values of x) with x replaced by W, is given
by

H(/@‘[ —4) n

=N A ZONZA) =22 N 70 = 1. Z(A)Z(A4) =0,22(1) = Z(A
fw) ;f(,)(,)Z(,) H(/l,-—i,);() (A)Z(4,) (A)=2(%)

where | and O are the identity and the null matrices respectively.

A similar expression is also available when some or al of the eigenvalues have
multiplicities. We can easily see that if, as we need in our case, f(W)=W", then

f(A)=A"and as k — oo the only terms that give afinite nonzero value are those for
which the modulus of 4, is equal to one. The fact that ¥ is stochastic ensures this

because its largest eigenvalue is equal to one. The priorities of the aternatives (or
any set of elements in a component) are obtained by normalizing the corresponding
values in the appropriate columns of the limit matrix. = When W has zeros and is
reducible (its graph is not strongly connected so there is no path from some point to
another point) the limit can cycle and a Cesaro average over the different limits of
the cycle is taken. For complete treatment, see the 2001 book by Saaty on the ANP
[3], and a'so the manual for the ANP software [4].

ANP Formulation of the Classic AHP School Example

We show in Figure 6 below the hierarchy, and in the corresponding supermatrix,
and its limit supermatrix to obtain the priorities of three schools involved in a
decision to choose the best one. They are precisely what one obtains by hierarchic
composition using the AHP. The priorities of the criteria with respect to the goal and
those of the alternatives with respect to each criterion are clearly discernible in the
supermatrix itself. Note that there is an identity submatrix for the aternatives with
respect to the aternatives in the lower right hand part of the matrix. The level of
alternatives in a hierarchy is a sink cluster of nodes that absorbs priorities but does
not pass them on. This calls for using an identity submatrix for them in the
supermatrix.
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Goal
Satisfaction with School

Learning Friends School Vocational || College Music
Life Training Prep. Classes

Figure 5. The School Choice Hierarchy

The School Hierarchy as Supermatrix

Goal Leaming Fiends School life Viocational rainngCollege preparation Music classes A B C
Goal 0 0 0 0 0 0 0 0 0 0
Leaming 044 0 0 0 0 0 0 0 0 0
Fiends 014 0 0 0 0 0 0 0 0 0
Schoal life 0 0 0 0 0 0 0 0 0 0
Vocatiorel training 013 0 0 0 0 0 0 0 0 0
College preparation 024 0 0 0 0 0 0 0 0 0
Music classes 014 0 0 0 0 0 0 0 0 0
Altemative A 0 016 033 045 o077 025 069 1 0 0
Atemative B 0 059 033 009 006 05 009 0 1 0
Atemative C 0 025 0# 046 017 025 02 0 0 1
Limiting Supermatrix & Hierarchic Composition
Goal Leaming Fiends School life Voocatioral trainngCollege preparation Music dasses A B C
Goal 0 0 0 0 0 0 0 0 0 0
Leaming 0 0 0 0 0 0 0 0 0 0
Fiends 0 0 0 0 0 0 0 0 0 0
Schod life 0 0 0 0 0 0 0 0 0 0
\ocatiordl training 0 0 0 0 0 0 0 0 0 0
Qollege preparation 0 0 0 0 0 0 0 0 0 0
Music classes 0 0 0 0 0 0 0 0 0 0
Atemative A 03676 016 033 045 077 05 06 1 0 0
Atemative B 0378L 059 03 00 006 05 0m 0 1 0
Atemative C 0243 05 034 046 017 05 022 0 0 1

Figure 6. The Limit Supermatrix of the School Choice Hierarchy shows same
Result as Hierarchic Composition.
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4. Market Share Examples

An ANP Network with a Single Control Criterion — Market Share

A market share estimation model is structured as a network of clusters and nodes.
The object is to try to determine the relative market share of competitors in a
particular business, or endeavor, by considering what affects market share in that
business and introduce them as clusters, nodes and influence links in a network. The
decision alternatives are the competitors and the synthesized results are their relative
dominance. The relative dominance results can then be compared against some
outside measure such as dollars. If dollar income is the measure being used, the
incomes of the competitors must be normalized to get it in terms of relative market
share.

The clusters might include customers, service, economics, advertising, and the
quality of goods. The customers' cluster might then include nodes for the age groups
of the people that buy from the business: teenagers, 20-33 year olds, 34-55 year olds,
55-70 year olds, and over 70. The advertising cluster might include newspapers, TV,
Radio, and Fliers. After all the nodes are created one starts by picking a node and
linking it to the other nodes in the model that influence it. The “children” nodes will
then be pairwise compared with respect to that node as a “parent” node. An arrow
will automatically appear going from the cluster the parent node cluster to the cluster
with its children nodes. When a node is linked to nodes in its own cluster, the arrow
becomes aloop on that cluster and we say there isinner dependence.

The linked nodes in a given cluster are pairwise compared for their influence on
the node they are linked from (the parent node) to determine the priority of their
influence on the parent node. Comparisons are made as to which is more important
to the parent node in capturing “market share’. These priorities are then entered in
the supermatrix for the network.

The clusters are also pairwise compared to establish their importance with
respect to each cluster they are linked from, and the resulting matrix of numbers is
used to weight the corresponding blocks of the origina unweighted supermatrix to
obtain the weighted supermatrix. This matrix is then raised to powers until it
converges to yield the limit supermatrix. The relative values for the companies are
obtained from the columns of the limit supermatrix that in this case are all the same
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because the matrix is irreducible. Normalizing these numbers yields the relative
market share.

If comparison data in terms of sales in dollars, or number of members, or some
other known measures are available, one can use these relative values to validate the
outcome. The AHP/ANP has a compatibility metric to determine how close the ANP
result is to the known measure. It involves taking the Hadamard product of the
matrix of ratios of the ANP outcome and the transpose of the matrix of ratios of the
actual outcome summing all the coefficients and dividing by »°. The requirement is
that the value should be closeto 1.

We will give two examples of market share estimation showing details of the
process in the first example and showing only the models and results in the second
example.

Estimating The Relative Market Share Of Walmart, Kmart And Target

The network for the ANP model shown in Figure 7 well describes the influences
that determine the market share of these companies. We will not dwell on describing
the clusters and nodes.
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Figure 7. The Clusters and Nodes of a Model to Estimate the Relative Market of
Share Walmart, Kmart and Target.

The Unweighted Supermatrix

The unweighted supermatrix is constructed from the priorities derived from the
different pairwise comparisons. The column for a node contains the priorities of al
the nodes that have been pairwise compared with respect to it and influence it with
respect to the control criterion “market share”. The supermatrix for the network in
Figure 7 is shown in two partsin Tables[3] and [4].
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Table 3. The Unweighted Supermatrix — Part |

1 Alternatives | 2 Advertising |3 L ocations
. . 2
1 2 3 2 Print 3 4 Direct 1 3
Walmart Kmart Target 1 Media RadioMail ~ Urban ﬁuburba Rural
1 Alternatives |1 Walmart (0.000 0.833 0.833 0.687 0.540 0.634 0.661 0.614 0.652 0.683
2 Kmart 0.750 0.000 0.167 0.186 0.297 0.174 0.208 0.268 0.235 0.200
3 Target 0.250 0.167 0.000 0.127 0.163 0.192 0.131 0.117 0113 0.117
2 Advertising |1 TV 0553 0176 0.188 0.000 0.000 0.000 0.000 0.288 0.543 0.558
i/l edia Prlnt0.202 0.349 0.428 0.750 0.000 0.800 0.000 0.381 0.231 0.175
3 Radio 0.062 0.056 0.055 0.000 0.000 0.000 0.000 0.059 0.053 0.048
4Mai| DIreCt0.183 0.420 0.330 0.250 0.000 0.200 0.000 0.273 0.173 0.219
3 Locations |1 Urban 0.114 0.084 0.086 0.443 0.126 0.080 0.099 0.000 0.000 0.000
2 Suburban [0.405 0.444 0.628 0.387 0.416 0.609 0.537 0.000 0.000 0.000
3 Rural 0.481 0472 0.285 0.169 0458 0.3110.364 0.000 0.000 0.000
4 Cust.Groups |1 whiteCollar 0.141 0114 0.208 0.165 0.155 0.116 0.120 0.078 0.198 0.092
2BlueCollar 0217 0.214 0117 0.165 0.155 0.198 0.203 0.223 0.116 0.224
3 Families [0.579 0.623 0.620 0.621 0.646 0.641 0.635 0.656 0.641 0.645
4 Teenagers [0.063  0.049 0.055 0.048 0.043 0.0450.041 0.043 0.045 0.038
5 Merchandise |1 Low Cost [0.362 0.333 0.168 0.000 0.000 0.000 0.000 0.000 0.000 0.000
2Quality [0.261 0.140 0.484 0.000 0.000 0.000 0.000 0.000 0.000 0.000
3Variety [0.377 0528 0.349 0.000 0.000 0.000 0.000 0.000 0.000 0.000
6 Characteristic|1 Lighting [0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
2 Organization [0.000  0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
3 Cleanliness [0.000 0.000 0.000 0.000 0.000 0.0000.000 0.000 0.000 0.000
4 Employees|0.000 0.000 0.000 0.000 0.000 0.0000.000 0.000 0.000 0.000
5Parking |0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
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Table 4. The Unweighted Supermatrix — Part |1
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4
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1
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2
Advertising

3
Locations

4
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5
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6
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IWalmart
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1TV

2 Print
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4 Direct]
Mail

1 Urban

2
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Collar

3
Families
4
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1 Low|
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1
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2
Organizat
ion

3
Cleanline
sS

A
Employee

0.637

0.105
0.258

0.323

0.661

0.208
0.131

0.510

0.214
0.059
0.404

0.221
0.063
0.206

0.167 0.094

0.833
0.000
0.000

0.280
0.627
0.000

0.000 0.000

0.857 0.857

0.143 0.143

0.000

0.000
0.000

0.000

0.000

0.000
0.000

0.000

0.000 0.000

0.000 0.000

0.000 0.000

5 Parking

0.000 0.000

0.630

0.218
0.151

0.508

0.270
0.049
0.173

0.096

0.308
0.596
0.279

0.649

0.000

0.072

0.000

0.000
0.000

0.000

0.000

0.000

0.000
0.000

0.691

0.149
0.160

0.634 0.000

0.170
0.096
0.100

0.000
0.000
0.000

0.109 0.268

0.309
0.582
0.085

0.117
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0.051

0.177 0.112
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0.000
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0.000

0.000
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0.000
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0.117
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0.605
0.291
0.222

0.159
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0.800

0.000
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0.000
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0.000
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0.648

0.122
0.230

0.000
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0.094

0.627
0.280
0.165
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0.048

0.800

0.200
0.000

0.000

0.000

0.000
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0.111
0.222
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0.433
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0.383
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0.048
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0.000
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0.655
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0.250
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0.091

0.455
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0.187
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0.469
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0.570

0.097
0.333

0.000

0.000
0.000
0.000

0.091

0.455
0.455
0.242

0.208

0.494

0.056

0.000

0.000
0.000

0.121

0.575

0.000

0.304
0.000

0.644

0.085
0.271

0.000

0.000
0.000
0.000

0.111

0.444
0.444
0.165

0.165

0.621

0.048

0.000

0.000
0.000

0.000

0.200

0.800

0.000
0.000

0.558

0.122
0.320

0.000

0.000
0.000
0.000

0.067

0.293
0.641
0.000

0.000

0.000

0.000

0.000

0.000
0.000

0.250

0.750

0.000

0.000
0.000



http://iors.ir/journal/article-1-27-en.html

[ Downloaded from iors.ir on 2026-01-31 ]

The Cluster Matrix

The cluster themselves must be compared to establish their relative importance
and use it to weight the corresponding blocks of the supermatrix to make it column
stochastic. A cluster impacts another cluster when it is linked from it, that is, when at
least one node in the source cluster is linked to nodes in the target cluster. The
clusters linked from the source cluster are pairwise compared for the importance of
their impact on it with respect to market share, resulting in the column of priorities
for that cluster in the cluster matrix. The process is repeated for each cluster in the
network to obtain the matrix shown in Table 7. An interpretation of the prioritiesin
the first column is that Merchandise (0.442) and Locations (0.276) have the most
impact on Alternatives, the three competitors.

Table 5. The Cluster Matrix

1 2 3 4 5 6
Alternatives Advertising Locations Customer Merchandise CHEacensics
Groups of Store
1 Alternatives 0.137 0.174 0.094 0.057 0.049 0.037
2 Advertising 0.091 0.220 0.280 0.234 0.000 0.000
3 Locations 0.276 0.176 0.000 0.169 0.102 0.112
4 Customer
Groups 0.0%4 0.429 0.627 0.540 0.252 0.441
5 Merchandise 0.442 0.000 0.000 0.000 0.596 0.316
gt;gar acteristics of 4y, 0000 0000 0000 0.000 0.094

Weighted Supermatrix

The weighted supermatrix shown in Tables 6 and 7 is obtained by multiplying
each entry in ablock of the component at the top of the supermatrix by the priority of
influence of the component on the left from the cluster matrix in Table 5. For
example, the first entry, 0.137, in Table 7 is used to multiply each of the nine entries
in the block (Alternatives, Alternatives) in the unweighted supermatrix shown in 3.
This gives the entries for the (Alternatives, Alternatives) component in the weighted
supermatrix of Table 6. Each column in the weighted supermatrix has a sum of 1,
and thus the matrix is stochastic.

Limit Supermatrix
The limit supermatrix shown in Tables 8 and 9 is obtained from the weighted

supermatrix, as we said above. To obtain the final answer we form the Cesaro
average of the progression of successive limit vectors.
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Table 6. The Weighted Supermatrix — Part |

1 Alternatives

| 2 Advertising

|3 L ocations

2 Kmart

o
(o]
&
[

(e0]

Print
edia

3 Radio
Direct

B
< =

1 Urban
urban

~ 3

3 Rural

1 Alternatives

2 Advertising

3 Locations

4 Cust.Groups

5 Merchandise

6 Characteristic

1 Wamart
2 Kmart

3 Target
1TV

2 Print Media
3 Radio

4 Direct Mail
1 Urban

2 Suburban
3 Rural

1 White Collar
2 Blue Collar
3 Families
4 Teenagers
1 Low Cost
2 Quality

3 Variety

1 Lighting
2 Organization
3 Cleanliness
4 Employees

0.008
0.012
0.031
0.003
0.160
0.115
0.166
0.000
0.000
0.000
0.000
0.000

5 Parking

0.114
0.000
0.023
0.016
0.032
0.005
0.038
0.023
0.123
0.130
0.006
0.011
0.033
0.003
0.147
0.062
0.233
0.000
0.000
0.000
0.000
0.000

0.114
0.023
0.000
0.017
0.039
0.005
0.030
0.024
0.174
0.079
0.011
0.006
0.033
0.003
0.074
0.214
0.154
0.000
0.000
0.000
0.000
0.000

0.120
0.033
0.022
0.000
0.165
0.000
0.055
0.078
0.068
0.030
0.071
0.071
0.267
0.021
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

0.121
0.066
0.037
0.000
0.000
0.000
0.000
0.028
0.094
0.103
0.086
0.086
0.356
0.024
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

0.1100.148
0.0300.047
0.0330.029
0.0000.000
0.1760.000
0.0000.000
0.0440.000
0.0140.022
0.1070.121
0.0550.082
0.0500.066
0.0850.112
0.2750.350
0.0190.023
0.0000.000
0.0000.000
0.0000.000
0.0000.000
0.0000.000
0.0000.000
0.0000.000
0.0000.000

0.058 0.061
0.025 0.022
0.011 0.011
0.080 0.152
0.106 0.064
0.016 0.015
0.076 0.048
0.000 0.000
0.000 0.000
0.000 0.000
0.049 0.124
0.140 0.073
0.411 0.402
0.027 0.028
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000

0.064
0.019
0.011
0.156
0.049
0.014
0.061
0.000
0.000
0.000
0.058
0.141
0.404
0.024
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
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Table 7. The Weighted Supermatrix — Part 11

4 Customer Groups

5 Merchandise

6Characteristics of Store

1 White

Collar
Blue
ollar

o O

3 Families
4 Teens
1Low Cost

Organiz-

on.

2 Quality
3 Variety
1Light'ng

N

mployees

:

< Ww

1Alternatives

2 Advertising

3 Locations

ACustomers

5Merchandise

6 Characteristics

1 Walmart
2 Kmart

3 Target
1TV

2 Print Med.
3 Radio

4 Direct Mail
1 Urban

2 Suburban
3 Rural

1 White
Collar

2 Blue Collar
3 Families
4 Teenagers
1 Low Cost
2 Quality

3 Variety

1 Lighting
20rganization
3 Cleanliness

4 Employee)

0.036 0.038
0.006 0.012
0.015 0.007
0.076 0.119
0.050 0.052
0.014 0.015
0.095 0.048
0.028 0.016
0.141 0.047
0.000 0.106

0.000 0.000

0.000 0.000
0.463 0.463
0.077 0.077
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000

5 Parking

0.000 0.000

0.036 0.040 0.033
0.012 0.009 0.010
0.009 0.009 0.006
0.119 0.148 0.000
0.063 0.040 0.000
0.012 0.023 0.000
0.040 0.023 0.000
0.016 0.018 0.027
0.052 0.052 0.012
0.101 0.098 0.063

0.151 0.046 0.013

0.350 0.096 0.028
0.000 0.398 0.156
0.039 0.000 0.055
0.000 0.000 0.000
0.000 0.000 0.447
0.000 0.000 0.149
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000
0.000 0.000 0.000

0.030 0.032 0.036 0.024
0.006 0.006 0.006 0.004
0.013 0.011 0.012 0.009
0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000
0.000 0.000 0.000 0.000
0.011 0.010 0.016 0.010
0.062 0.064 0.071 0.051
0.030 0.029 0.076 0.051

0.056 0.042 0.247 0.082

0.040 0.042 0.247 0.082
0.143 0.157 0.119 0.257
0.013 0.012 0.031 0.019
0.477 0.477 0.000 0.000
0.000 0.119 0.000 0.000
0.119 0.000 0.000 0.316
0.000 0.000 0.000 0.016
0.000 0.000 0.035 0.000
0.000 0.000 0.092 0.044
0.000 0.000 0.000 0.029
0.000 0.000 0.010 0.005

0.031 0.035
0.005 0.005
0.018 0.015
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.015 0.018
0.074 0.073
0.074 0.073

0.156 0.107

0.134 0.107
0.318 0.400
0.036 0.031
0.000 0.000
0.000 0.000
0.000 0.000
0.017 0.000
0.079 0.027
0.000 0.110
0.042 0.000
0.000 0.000

0.086
0.019
0.049
0.000
0.000
0.000
0.000
0.031
0.135
0.295

0.000

0.000
0.000
0.000
0.000
0.000
0.000
0.097
0.290
0.000
0.000
0.000
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Table 8. The Limit Supermatrix — Part |

1 Alternatives | 2 Advertising | 3 Locétions
S o &
s E P . g g B E £ oz
= ¥ - EFE &8 ¢ AT > 2
— o~ ™ — NS o <= — ~ 3 ™
1 Alternatives 1 Wamart 0.057 0.057 0.057 0.057 0.057 0.0570.057 0.057 0.057 0.057
2 Kmart 0.024 0.024 0.024 0.024 0.024 0.024 0.024 0.024 0.024 0.024
3 Target 0.015 0.015 0.015 0.015 0.015 0.0150.015 0.015 0.015 0.015
2 Advertising 1TV 0.079 0.079 0.079 0.079 0.079 0.0790.079 0.079 0.079 0.079
2 Print Media 0.053 0.053 0.053 0.053 0.053 0.0530.053 0.053 0.053 0.053
3 Radio 0.009 0.009 0.009 0.009 0.009 0.009 0.009 0.009 0.009 0.009
4 Direct Mail 0.039 0.039 0.039 0.039 0.039 0.0390.039 0.039 0.039 0.039
3 Locations 1 Urban 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022
2 Suburban 0.062 0.062 0.062 0.062 0.062 0.0620.062 0.062 0.062 0.062
3 Rural 0.069 0.069 0.069 0.069 0.069 0.069 0.069 0.069 0.069 0.069
4 Cust.Groups 1WhiteCollar  [0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.068
2 Blue Collar 0.125 0.125 0.125 0.125 0.125 0.1250.125 0.125 0.125 0.125
3 Families 0.240 0.240 0.240 0.240 0.240 0.2400.240 0.240 0.240 0.240
4 Teenagers 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036
5 Merchandise 1 Low Cost 0.043 0.043 0.043 0.043 0.043 0.0430.043 0.043 0.043 0.043
2 Quality 0.034 0.034 0.034 0.034 0.034 0.0340.034 0.034 0.034 0.034
3 Variety 0.028 0.028 0.028 0.028 0.028 0.028 0.028 0.028 0.028 0.028
6 Characteristic 1 Lighting 0.000 0.000 0.000 0.000 0.000 0.0000.000 0.000 0.000 0.000
2 Organization  [0.000 0.000 0.000 0.000 0.000 0.0000.000 0.000 0.000 0.000
3 Cleanliness 0.000 0.000 0.000 0.000 0.000 0.0000.000 0.000 0.000 0.000
4 Employees 0.000 0.000 0.000 0.000 0.000 0.0000.000 0.000 0.000 0.000
5 Parking 0.000 0.000 0.000 0.000 0.000 0.0000.000 0.000 0.000 0.000
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Table 9. The Limit Supermatrix — Part 11

4 Customer Groups

5 Merchandise

6Characteristics of Store

] 3 o N
s . £, 8 2 5 2% ¢
tx2x £ B 2 3 8 5 258 23
S MB LW [ 5 o 5 a
— 8 I3V 8 ™ < = N ™ 4 «F 8 < UEJ o)
1 Alternatives |1 Wamart [0.057 0.057 0.057 0.057 0.057 0.057 0.057 0.057 0.057 0.057 0.057 0.057
2 Kmart 0.024 0.024 0.024 0.024 0.024 0.024 0.024 0.024 0.024 0.024 0.024 0.024
3 Target 0.0150.015 0.0150.015 0.015 0.0150.015 0.015 0.015 0.0150.015 0.015
2 Advertising |1 TV 0.079 0.079 0.079 0.079 0.079 0.079 0.079 0.079 0.079 0.079 0.079 0.079
2 Print Med. [0.053 0.053 0.053 0.053 0.053 0.053 0.053 0.053 0.053 0.053 0.053 0.053
3 Radio 0.009 0.009 0.009 0.009 0.009 0.009 0.009 0.009 0.009 0.009 0.009 0.009
iﬂzillred 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.039 0.0390.039 0.039
3Locations |1 Urban 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022 0.022
2 Suburban |0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062 0.062
3 Rurd 0.069 0.069 0.069 0.069 0.069 0.069 0.069 0.069 0.069 0.069 0.069 0.069
4 Customers é(\)/l\{f;:’te 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.068 0.068
ég::re 0.1250.125 0.1250.1250.125 0.1250.1250.1250.125 0.1250.125 0.125
3 Families |0.240 0.240 0.240 0.240 0.240 0.240 0.240 0.240 0.240 0.240 0.240 0.240
4 Teenagers [0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036 0.036
5 Merchandise |1 Low Cost {0.043 0.043 0.043 0.043 0.043 0.043 0.043 0.043 0.043 0.043 0.043 0.043
2 Quality 0.034 0.034 0.034 0.034 0.034 0.034 0.034 0.034 0.034 0.0340.034 0.034
3 Variety 0.028 0.028 0.028 0.028 0.028 0.028 0.028 0.028 0.028 0.028 0.028 0.028
6 Characterigtics|1 Lighting (0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
2 Organization {0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
3 Cleanliness  {0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
4 Employee [0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
5 Parking  0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
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Synthesized Results

The relative market shares of the alternatives, 0.599, 0.248 and 0.154 are
displayed as synthesized results in the Super Decisions Program, shown in the
middle column of Table 10. They are obtained by normalizing the values for
Wamart, Kmart and Target: 0.057, 0.024 and 0.015, taken from the limit
supermatrix. The ldealized values are obtained from the Normalized values by
dividing each value by the largest value in that column.

Table 10. The Synthesized Results for the Alternatives

Ideal Normalized Values
Alternatives from Limit
Values Values .
Supermatrix
Walmart 1.000 0.599 0.057
Kmart 0.414 0.248 0.024
Target 0.271 0.2%4 0.015

In the AHP/ANP the question arises as to how close one priority vector is to
another priority vector. When two vectors are close, we say they are compatible.
The question is how to measure compatibility in a meaningful way. It turns out that
consistency and compatibility can be related in a useful way. Our development of a
compatibility measure uses the idea of the Hadamard or element-wise product of two
matrices.

Compatibility Index

Let us show first that the priority vector w = (w;,... ,w,) IS completely compatible
with itself. Thus we form the matrix of all possible ratios W=(w;)=(wy/w;) from this
vector. This matrix is reciprocal, thet is w; = 1/w;. The Hadamard product of a
reciprocal matrix 7 and its transpose 7 is given by:

w/wi o ow/w, ) (wfwr . ow/wr) (1.0 1) (1
Wow' =| ol | Y
Wi/ Wi eer Wil Wa W Wn oo Wil Wa 1 ...1 1
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The sum of the elements of a matrix 4 can be written ase’ e . In particular we

have e’ 404" e = n*for the sum of the elements of the Hadamard product of a matrix
and its transpose. The index of compatibility is the sum resulting from the

Hadamard product divided by n>.  Thus a vector is completely compatible with

2
itself as n_2 =1 . Now we have an idea of how to define a measure of compatibility
n

for two matrices 4 and B. It isgiven byizeTAoBTe. Note that a reciprocal matrix
n

of judgments that is inconsistent is not itself a matrix of ratios from a given vector.
However, such a matrix has a principal eigenvector and thus we speak of the
compatibility of the matrix of judgments and the matrix formed from ratios of the
principal eigenvector. We have the following theorem for a reciprocal matrix of
judgments and the matrix W of the ratios of its principal eigenvector:

1
Theorem: —.¢" 4o WTez—’l”‘ax
n n

n
Proof: From Aw = A.w we have Za!-,- W; = Amax W,

=
1 o w;

and 2eTAoW e——zz U—:
i=1l j=1 W

We want this ratio to be close to one or in general not much more than 1.01 and
be less than this value for small size matrices. It isin accord with the idea that a 10%
deviation is at the upper end of acceptability.

Actual Relative Market Share Based on Sales

The object was to estimate the market share of Walmart, Kmart, and Target.
The normalized results from the model were compared with sales shown in Table 11
as reported in the Discount Store News of July 13, 1998, p.77, of $58, $27.5 and
$20.3 hillions of dollars respectively. Normalizing the dollar amounts shows their
actual relative market shares to be 54.8, 25.9 and 19.2. The relative market share
from the model was compared with the sales values by constructing a pairwise
matrix from the results vector in column 1 below and a pairwise matrix from results
vector in column 3 and computing the compatibility index using the Hadamard
multiplication method. The index is equal to 1.016. As that is about 1.01 the ANP
results may be said to be close to the actual relative market share.
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Table 11. Comparison of Resultsto Actual Data
Relative Market

Competitor R'Z\QIJTts Dollar Sales (nor?ntjalairzee the
Dollar Sales)
Wal mart 59.8 $58.0 hillion 54.8
Kmart 24.8 $27.5 hillion 25.9
Target 15.4 $20.3 hillion 19.2
Compatibility Index 1.016

Estimating Relative Market Share of Airlines

An ANP model to estimate the relative market share of eight American Airlines
Is shown in Figure 6. The results from the model and the comparison with the
relative actual market share are shown in Table 12.

Super Decisions Main Window: James Nagy--Airine—3.mod

Eile Design Assess/Compare Computations  Networks Test Help

BRSBS Aracbassym  FEE

~__

[l J
[ 3. Amenities [H[=] ><

1 Food SE‘(VICEI._

2. In-Flight Entertainmerr
e ——

3. Free Alcoholl
4. Bly Club Luungel

1. First Class

2. Business Classl

|

Figure 8. ANP Network to Estimate Relative Market Share of Eight US Airlines
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Table 12. Comparing Model Results with Actual

Market Share Dara
Model Actual Market
Results Share
(yr 2000)

American 23.9 24.0
United 18.7 19.7
Delta 18.0 18.0
Northwest 11.4 12.4
Continental 9.3 10.0
US Airways 7.5 7.1
Southwest 5.9 6.4
American West 4.4 2.9

Compatibility Index1.0247

We summarize by giving the reader a list of the steps we have followed in
applying the ANP.

5. Outline of Steps of the ANP

1. Describe the decision problem in detail including its objectives, criteria and
subcriteria, actors and their objectives and the possible outcomes of that decision.
Give details of influences that determine how that decision may come out.

2. Determine the control criteria and subcriteria in the four control hierarchies one
each for the benefits, opportunities, costs and risks of that decision and obtain
their priorities from paired comparisons matrices. |If a control criterion or
subcriterion has a global priority of 3% or less, you may consider carefully
eliminating it from further consideration. The software automatically deals only
with those criteria or subcriteria that have subnets under them. For benefits and
opportunities, ask what gives the most benefits or presents the greatest
opportunity to influence fulfillment of that control criterion. For costs and risks,
ask what incurs the most cost or faces the greatest risk. Sometimes (very rarely),
the comparisons are made simply in terms of benefits, opportunities, costs, and
risksin the aggregate without using control criteria and subcriteria.

3. Determine the most general network of clusters (or components) and their
elements that apply to all the control criteria. To better organize the devel opment
of the model as well as you can, number and arrange the clusters and their
elements in a convenient way (perhaps in a column). Use the identical label to
represent the same cluster and the same elements for all the control criteria.
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[(e]

10.

For each control criterion or subcriterion, determine the clusters of the general
feedback system with their elements and connect them according to their outer
and inner dependence influences. An arrow is drawn from a cluster to any
cluster whose elements influence it.

Determine the approach you want to follow in the analysis of each cluster or
element, influencing (the preferred approach) other clusters and elements with
respect to a criterion, or being influenced by other clusters and elements. The
sense (being influenced or influencing) must apply to al the criteria for the four
control hierarchies for the entire decision.

For each control criterion, construct the supermatrix by laying out the clustersin
the order they are numbered and al the elements in each cluster both vertically
on the left and horizontally at the top. Enter in the appropriate position the
priorities derived from the paired comparisons as subcolumns of the
corresponding column of the supermatrix.

Perform paired comparisons on the elements within the clusters themselves
according to their influence on each element in another cluster they are connected
to (outer dependence) or on elements in their own cluster (inner dependence). In
making comparisons, you must always have a criterion in mind. Comparisons of
elements according to which element influences a given element more and how
strongly more than another element it is compared with are made with a control
criterion or subcriterion of the control hierarchy in mind.

Perform paired comparisons on the clusters as they influence each cluster to
which they are connected with respect to the given control criterion. The derived
weights are used to weight the elements of the corresponding column blocks of
the supermatrix. Assign a zero when there is no influence. Thus obtain the
weighted column stochastic supermatrix.

. Compute the limit priorities of the stochastic supermatrix according to whether it

isirreducible (primitive or imprimitive [cyclic]) or it is reducible with one being
asimple or a multiple root and whether the systemis cyclic or not. Two kinds of
outcomes are possible. In the first all the columns of the matrix are identical and
each gives the relative priorities of the elements from which the priorities of the
elements in each cluster are normalized to one. In the second the limit cyclesin
blocks and the different limits are summed and averaged and again normalized to
one for each cluster. Although the priority vectors are entered in the supermatrix
in normalized form, the limit priorities are put in idealized form because the
control criteriado not depend on the alternatives.

Synthesize the limiting priorities by weighting each idealized limit vector by the
weight of its control criterion and adding the resulting vectors for each of the four
merits. Benefits (B), Opportunities (O), Costs (C) and Risks (R). There are now


http://iors.ir/journal/article-1-27-en.html

[ Downloaded from iors.ir on 2026-01-31 ]

four vectors, one for each of the four merits. An answer involving marginal
values of the merits is obtained by forming the ratio BO/CR for each alternative
from the four vectors. The alternative with the largest ratio is chosen for some
decisions. Companies and individuals with limited resources often prefer this
type of synthesis.

11. Governments prefer this type of outcome. Determine strategic criteria and their
priorities to rate the four merits one at a time. Normalize the four ratings thus
obtained and use them to calculate the overall synthesis of the four vectors. For
each alternative, subtract the costs and risks from the sum of the benefits and
opportunities. At other times one may subtract the costs from one and risks from
one and then weight and add them to the weighted benefits and opportunities.
Thisis useful for predicting numerical outcomes like how many people voted for
an aternative and how many voted against it. In al, we have three different
formulas for synthesis.

12. Perform sensitivity analysis on the final outcome and interpret the results of
sensitivity observing how large or small these ratios are. Can another outcome
that is close also serve as a best outcome? Why? By noting how stable this
outcome is. Compare it with the other outcomes by taking ratios. Can another
outcome that is close aso serve as a best outcome? Why?

The next section includes real ANP applications of many different areas from
business to public policy. We intentionally included not only simple examples that
have a single network such as market share examples but also more complicated
decision problems. The second group includes BOCR merit evaluations using
strategic criteria, with control criteria (and perhaps subcriteria) under them for each
of the BOCR and their related decision networks.

7. Conclusions

When a decision structure is decomposed into its finest perceptible details,
pairwise comparison judgments are the most basic and elementary (atomic) inputs
possible that capture our understanding of reality. The synthesis of these judgments
is the finest and most accurate outcome to capture our perception of the interaction of
influences that shape reality.

The AHP/ANP assume that the structure is developed carefully to include al that
IS necessary to consider from expert understanding that also provides the judgments.
Its outcome is totally subjective in this sense of using experts when needed.

» Logical thinking is an analytical approach that always begins by assuming
bulk “facts’ and works according to rules linearly to arrive at deductions that
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may be valid but have little to do with the truth of observation. A major
weakness of linear logic isthat it is piecemeal. It has no rulesto synthesize all
the learned facts to proceed deduce their collective implications except for
using some or al of them somehow as assumptions. In addition logic does
not deal with cycling and feedback.

e Thenumerical approach of the AHP/ANP is needed to do that.

The ANP isauseful way to deal with complex decisions that involve dependence
and feedback analyzed in the context of benefits, opportunities, costs and risks. It has
been applied literaly to hundreds of examples both real and hypothetical. What is
important in decision making is to produce answers that are valid in practice. The
ANP has also been validated in several examples. People often argue that judgment
is subjective and that one should not expect the outcome to correspond to objective
data. But that puts one in the framework of garbage in garbage out without the
assurance of the long term validity of the outcome. In addition, most other
approaches to decision making are normative. They say, “If you are rationa you do
as | say.” But what people imagine is best to do and what conditions their decisions
face after they are made can be very far apart in the real world. That is why the
framework of the ANP is descriptive as in science rather than normative and
prescriptive. It produces outcomes that are best not simple according to the decision
maker’ s values, but also to the risks and hazards faced by the decision.

It is unfortunate that there are people who use fuzzy sets without proof to alter
the AHP when it is known that fuzzy applications to decision making have been
ranked as the worst among all methods. Buede and Maxwell [4] write about their
findings, "These experiments demonstrated that the MAVT and AHP techniques,
when provided with the same decision outcome data, very often identify the same
alternatives as 'best’. The other techniques are noticeably less consistent with
MAVT, the Fuzzy algorithm being the least consistent." The fundamental scale used
in the AHP/ANP to represent judgments is already fuzzy. To fuzzify it further does
not improve the outcome as we have shown through numerous examples. The
intention of fuzzy seems to be to perturb the judgments in the AHP. It is already
known in mathematics that perturbing the entries of a matrix perturbs the eigenvector
by a small amount but not necessarily in a more valid direction. We urge the reader
to examine reference [5] on the matter.

The Superdecisions software is available free on the internet along with a manual
to and numerous applications to enable the reader to apply it to hig’her decision. Go
t0 www.superdecisionscom/~saaty and download the SuperDecisions software. The
installation file is the .exe file in the software folder. The serial number is located in
the .doc file that is in the same folder. The important thing may be not the software
but the models which are in a separate folder called models.
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