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Abstract

We extend the concept of dynamic pricing by integrating it with
“oversdling with opportunistic cancellation” option, within the framework of
dynamic policy. Under this strategy, to sdll a stock of perishable product (or
capacity) two prices are offered to customers a& any given time period.
Customers are caegorized as high-paying and low-paying ones. The sdler
ddiberately oversdls its capacity if high paying cusomers show up, even when
the capacity is dready fully booked by low-paying customers. In that case, the
sde to some low-paying customers is canceded, dthough an agppropriae
compensation must be provided. A dynamic programming approach is applied to
formulate and solve this problem. We develop two models for continuous and
periodic pricing, depending on the frequency of price changing. The advantage
of this sysem over dynamic pricing modd is investigaed through some
numerica examples. We adso study some structurd properties of the optimal
policies.

Key wads Dynamic Pricing; Oversdling, Opportunistic Cancdlation;
Dynamic programming.

1 Introduction

The generic mode of dynamic pricing, introduced by Kincaid and Darling [10], is
goplicable in a variety of industries, especidly perishable items producers. It can enhance
the revenue of the firms which produce ather manufactured goods with short shef life
(such as seasond goods) or service products (such as flight seets). In dynamic pricing, the
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price of a given product changes within some sde horizon in order to maximize the tota
revenue earned. This is done by determining the optima trade-off between two types of
potential 10sses,

e losing the chance of a better price in future because of selling at alower price now,

¢ losing the opportunity of an earlier low price offer or in other words the spoilage

loss-waiting to sell at a higher price.

The concept of “oversdling with opportunistic cancellation” was proposed by
Biyalogorsky @ d. [1] for the first time. In their mode, each unit can be sold in ether
period 1 (now) or period 2 (later). In the first period, the customers are offered two
options:

¢ Buy the product & the lower price with a cancellation right by the sdler, i.e,, giving

the seller the right to cancel the sale for some compensation.

e Buy the product at the higher price without the cancellation right by the seller.

In the second period, only the higher price is proposed, based on the assumption that
the late customers are willing to pay higher prices (technicdly spesking, they have higher
reservation price). This model shows that “oversdling with opportunistic cancellation” can
increase profits and improve dlocation efficiency. Biydogorsky & d. [1] dso derived anew
rule to optimaly alocate the cgpacity to cusomers when oversdling is used. They aso
showed that overselling helps limit the potential yield and spoilage losses.

1.1. Problem Definition

In this pagper, we introduce an integration of “dynamic priang’ and “omrsdling with
opportunidic anadlatian.” 1t is assumed a given number of units of a product (or capacity) is
avalable to sdl within a finite time horizon. Demand for this product is stochastic and
depends on the time of sale aswell asits price. Products or capacities left unsold at the end
of the sale horizon have the salvage value of zero.

We develop two models, depending on whether price changing is continuous or
periodical.

Unlike dynamic pricing models which offer only one price in each sde period, in our
proposed modd customers have two price options. On the other hand, in the mode of
Biyalogorsky ¢ d. [1], dthough two prices are offered, these prices are unchanged during
the sde horizon, while in our modd price can change in each sde period. In fact, the
higher price is controlled dynamicdly. From this point of view, our modd fits within the
framework of dynamic pricing concepts.

We ds0 investigate the efficiency of the integrated dynamic pricing system (when the
oversdling with opportunistic cancellation option is considered.) This is done through the
comparison of a dynamic pricing sysem with and without oversdling option. Some
sructurd properties of the optimd policies are dso derived to get managerid ingghtsinto
the problem of product or capacity pricing.

Our second mode considers periodic pricing policies when “oversdling with
opportunigtic cancellation” is consdered. The numerica experiments show that by making


http://iors.ir/journal/article-1-31-en.html

[ Downloaded from iors.ir on 2026-02-01 ]

5 to 10 reviews it can be expected to have a difference of less than 1% between the
expected revenues in our two models.

For a thorough discussion of dynamic pricing models in revenue management, the
readers are referred to Bitran and Caldenety [4] and ElImaghrabi and Keskinocak [7].

Structural properties of optimal policiesin classical dynamic pricing modelsis studied
by Gdlego and Van Ryzin [8], Bitran and Mondeschein [3], Zhao and Zheng [15] and
Chatwin [6]. Consdering a homogeneous demand mode that assumes the demand
intensity to be a time-invariant function of price, Galego and Van Ryzin [8] proved the
following structural properties of the optimal policy with one price:

e concavity of the expected revenue function,

e inventory monotonocity (a any given time, the optima price decreases in the

number of items left.

Bitran and Mondschein [3] and Zhao and Zheng [15] proved the inventory
monotonocity and concavity of the expected revenue function with a demand mode
employed by Kincad and Darling [10]. Chatwin [6] showed that the concavity and
inventory monotonocity properties hold when the price set is discrete, in amodel similar to
the modd of Zhao and Zheng [15] with the assumption that the customer ariva rae
decreases in time. Bitran and Mondeschein [3] considered periodic pricing policies when a
single priceis offered to customers and it can be modified a most K times during the sde
horizon and the length of each period is also given.

There is another type of pricing modes studied more extensively, known as
multiclass yiddd management modes. In these models, one can sdl some products (for
example seats in an airline flight) with different prices a the same time due to market
segmentation. These modes can be classified into two categories of staic and dynamic
ones. In gatic moddls, it is assumed that the cusomers who arrive earlier are willing to pay
the lowest possible price. This type of yidd management modes were studied first by
Littlewood [11], see Brumdle and McGill [5] and Robinson [12] for a thorough literature
review of gtaic models. In dynamic models, a cusomer can buy one or more classes (not
only the lowest class) based on his reservation price, which depends on the time of the sale.
For a discussion of these modds, one can refer to Lee and Hersh [9], Bitran and
Mondschein [2] and Subramanian et al [14].

The remainder of this paper is organized as follows. In Section 2, the first modd in
which price can change continuously is introduced and some of its properties are discussed.
Periodic pricing modd is presented in Section 3. We illustrate the proposed models
through some examples in Section 4. Findly in Section 5, some directions of future
research and conclusion are given.

2. Continuous pricing model

A stock (or capacity) of C units must be sold within atime frame, caled slepaiad or
slehaizan. The vaue of any stock unit which is not sold during that period will be zero
afterwards. The totd sde period is divided into T discrete intervas, caled pricing periods.
These periods are indexed byt and run backward in time, i.e period t =0 represents the
end of sale period, i.e, no more chance for the sale of the product.
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It is assumed that at most one customer may arrive in each period. The probability of
arrival in period t isdenoted by 4, , t [0, T].

2.1 Reservation price

The maximum amount that a customer is willing to pay for purchasing one unit is caled the
“renaion pric of that customer. Obvioudy, a customer purchases only if his reservation price is
higher than the price sat by the sdller. On the other hand, since different customers have different
reservation prices, the reservation price of ariving cusomers is a random variable. Let

F, (.) denote the cumulative probability distribution of the reservation price of the customers who

arrive to purchase one unit in period t. Then, the definition of reservation price implies
that the probability that an arriving customer refuses to purchase (because of the price), is
F.(p,), where p,isthepricesetin period t .

2.2 Pricing policy
In each period, the firm offers two prices pand p’, wherep’ < p. The firg price
p must be chosen from a set of possible prices, cdled S, . Every member of S is higher

than p’ . Customers have the option of accepting either p or p’, which obviousy depends
on their reservation price. If acustomer accepts the higher price of p, then the purchased
unit isdelivered (or alocated) to him immediately. This customer is caled type |. However,
the other customers (type I1) who accept the lower price of p’ have to wait till the end of
sde horizon (t =0). Then, the remaning stocks not purchased by type | customers are
ddivered to the customers of type II. Any type Il customers who has placed an order but
not received the stock at the end of sale horizon will be refunded and also be paid a penalty
of r. Due to the uncertainty of stocks delivery to the customers of type I, some of them
refuse to place orders, even if ther reservation price is higher than p’ . The probability that
a customer of this type with the reservation price higher than p’ accepts this price and
waitstill the end of sde period is « . At the end of the sde horizon, the firm would deliver
the purchased units to the customers of type Il, if it could not find enough customers of
typel.

If pand p ae set for the pricing period of t, then the definition of reservation
price implies that the probability of any purchase by a customer of type | and Il ae
(1-F(p))=F(p)and a(F(p)-F.(p,)), respectively. The objective is to control the
type | price of pdynamicaly in order to maximize the expected profit of the firm (totd
selling revenue minus the total penalty paid to the customer of typell.)

The maximum number of units (out of C units of stock) that can be offered to the
customers of type |l is C’, provided there are not enough customers of type |I. Obvioudly,
from the optimization point of view it is gopropriate to set C’ equd to C and let the
modd assign to each type of customers. However, usudly the management may be willing
to restrict the maximum number of units sold to the customers of type 1.
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2.3 Dynamic Programming appr oach
We agpply dynamic programming technique to obtain the optimad solution of this
problem. The elements of the dynamic programming model are defined as follows.

(c,c): staeof the system, where ¢ andc’ represent the number of available stocks a the
beginning of the this pricing period for type | and Il customers, respectively,
(cincludesc’). It is assumed tha ¢ > c' and ¢'#0. Otherwise, the solution is
trivial.

V, (c,c’) : maximum expected revenue generated from period t till the end of sale horizon,
if the state of the systemis (c,c’) .

V,(c,c’, p) : maximum expected revenue generated from period t till the end of sde
horizon, if the state of the system is (c,c’) and pis the proposed price for the

customer of typel in period t.
Then, the recursive equation for period t isas follows.

Vi(e.c)= fpeasx{&'ft( P)x(p+Vi,(c-L ) +ak (R(p)-FR(p)x(p'+V_(c-1c'-1))+
(1~ 4R (p) — a4 (F(p) - F(P)x V4 (c.C)

This recursive equation can be expressed as follows
Vi(e,c) =max{AF (p)x(p— AV, (C.C) + AR(P)(P' - AV, (C.CN}+Via(eC) (D)
where, AV, (c,c’)andAV,,(c,c’) can be interpreted as the opportunity cost of

one stock unit sale to customers of types| and |1, respectively.
The boundary conditions are
V,(c,c)=(c—(C'-c)x(p'+r), ifc<C' -
=0, else
and
V,(0,¢") = —(C'—c')x (p'+T) for t €[0,T] )
As mentioned before, a pendty of r is pad to the cusomer of type Il, if the
purchased units are not delivered.

2.4 Concavity property

The following theorem is applied to investigate the concavity of the expected revenue
function as a function of initid inventory. This property is useful for determining the
optimal capacity of type I, when the proliferation cost of capacity islinear or convex.

Theoreml V,(c,c’) isconcaveincfor any fixed t andc’, if  =1,r =0.
Proof: see Appendix 1.

2.5. Monotonocity property

We use the concavity property of the expected revenue function to examine the
inventory monotoocity property of the pricing policy with respect to c.
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Theorem?2. For any givent, type | pricep is a non-increasing function of c, if
V, (c,c’) isconcaveinc.

Proof: We must show that if p, < p, and V,(c,c’, p,) >V, (c,c’, p,) then,
Vi(c+1c,p) =V, (c+1c,p,).
By definition, 0<V,(c,c, p,) -V, (c,C’, p,)

= AR (p) P — R (p) p) + (R (P,) - R(R)) AV, (c.C)
< AR (P) P - R (P,) p) + (R (P) - R(R)) AV, (c+1C)

=V,(c+1, ¢, p) -V,(c+1, c', p,)
The concavity property of the expected revenue function implies that,
AV ,(c,c) > AV, ,(c+1Cc).

3. Periodic pricing with mor e than one customer in each period

The purpose of this section is to extend the first mode by reviewing the price
periodicdly. Furthermore, the arrivd of more than one cusomer in each period is dso
possible. This modd is more practicd than the previous one because each price change is
costly and thus firms are not willing to do it often. Thus, it is preferable to revise prices
periodically and not continuously during the sale horizon.

In this modd, the price structure is the same as in the previous one. During the sde
horizon, the type Il price (p’) is determined a the beginning of the sde horizon by the
firm and remains unchanged afterwards. The price of type I, p, as well as the maximum
number of capacity that can be sold to the customers of type Il must be controlled
dynamicdly by the modd. The price of typel is sdected from a set in every period. Prices
do not change within a period. On the other hand, because of the pendty pad a the end
of the sales horizon, the salesto the customers of type Il must be limited.

3.1. Problem definition
Let N be the number of times that price can be modified during the sdes horizon.
For notationa convenience, we use reversed time index; i.e. N indicates the first pricing

period while O indicates the end of sale horizon.
It isassumed that the number of arrivals follows a nonhomogeneous Poisson process

with arrival rate of 4, . Thus, more than one arriva in each period is possble. Let m (p,)
and m/(p,) bethe average purchase rate of type | and type |1 during the i pricing period,
respectively, if pand p’ ae set for this period, then by definition (see Ross [13], p. 24) we
have:
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M(p) = [AxA-F(p)dt and m(p,)=a [4x(F.(p)-F(p)ck

where, T, isthe starting time of thei™ pricing period.

Let  X;(p,) indicaes the number of stock units purchased by thej™ type

customers during the i sales period. If p and p’ are set for this period, then
Pr{Xi.(p) = I} = exp(-m (p)) x m (p)" j/ }!
Pr{X2(py) = i} = exp(-m(p,)) x M (p, )" j / ]!

The digtribution of reservation price in period t is represented byF, (.). Then,
following this notation the probability of purchasing by customers of type | and Il are
2, 1-F (p))and o, (F, (p") - F,(p)), respectively, where pand p’ are the price of one
stock unit for customers of types | and |1, respectively. In this modd, the policy is to limit
the maximum number of capacity units sold to the second type customersto b, .

3.2. Stockout period

At the beginning of a period, let the state of the system be (c,c’) and the demand of

type | during that period exceeds c. Then, the process stops after the arriva of "
customer of type | and there will be no more stock for any other of customers afterwards.
In that case, the orders of all customers of type Il placed before this event are canceled and
these customers will be refunded. To estimate the expected tota amount of refund and
pendlty, it is necessary to determine the digtribution of the number of customers of type Il
who have placed order before the stock out.

Lemmal
Let P(l|c, j,k)denote the probability of selling | units of the capacity to the

customers of type Il before the stock out, given the beginning stock is ¢, and the tota
number of demand for the cusomers of type | and Il within tha period are j and Kk,
respectively. Then,

jrki(c +1-D!(j+k-c -I)! 3
(J+k)!M(k-D(c -D(j-c)! 3
Proof: Snce the number of events (ariva of ether type of customers) follows

Poisson process and the number of events during the period is given, then it is proven that
the arrivd time of each cusomer within that period is uniformly distributed. On the other

hand, there are (1) customers of type Il and (c, —1) customers of type | before the stock
out. Therefore, the total number of possible events before the stock out is:

g1 (I+¢ =1)!

T

P(lc,].k)=
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Similarly, the total number of possible events after the stock out is C iflk "% Onthe

other hand, the total number of possible events during that period is ijk. Therefore,

l+¢-1 j+k-1-¢
P(l |C1’j1k):C| kA /j+k'
k

3.3 Dynamic programming model

Smilar to the previous moded, we aoply stochastic dynamic programming to
determine p aswell asthe sale limit to the customers of typeIl. Let define,

V. (c,c’, p,b) : the maximum expected revenue generated from period i till the end of
sde horizon, if the state of the system is (c,c’) and pis the proposed price for the
customer of type | in this period and b is the maximum number of available second type
capacity in period i .

For i ™ pricing period we have:

ol b

Vi(c,c',p,b)= z Pr{X..(p) = j} X[Z Pr{ X, (p) =K} x(ip, +kp'+V,, (¢, - ], ¢, —K))

k=0

i=0

P (D) > B} x (1D +B P Vi (6~ 1.6, 0]+ T PHX(py) = i}
=G
> Pr{X,2(P) =K <X P 16,1, K)x( P+ mind, B+, (0,c, ~min( )] (4

In each pricing period we have:
Vi(G ;) =maqV (G, G, P B} ©

This dynamic programming formulation can be solved backward in time periods. The
boundary conditions are the same asin (2).

4. lllustrated Examples

In this section, first we present two examples to illustrate the effect of variation of
different parameters on the optima vaue of the expected profit as wel as on the optima
price. Furthermore, we compare the expected profit earned from the following modes.

¢ Dynamic pricing modd integrated with “oversdling with opportunistic canceling”

(Hereafter, it is cdled OSL if price is reviewed continuousdy and OS2 if it is
reviewed periodically)

¢ Dynamic pricing model (proposing only one price a any time), caled benchmark

model

Then, we aso investigate the efficiency of our modds through 2000 randomly
generated examples by comparing the optima vaues of the expected profit from OSL with
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that of the same models when the concept of oversdling with opportunistic cancedlation is
not considered.

41 Example 1

Congder afirm hasto sl its inventory within a period of 30 days. Customers arrive
in periodt according to a non-homogenous Poisson process with the rate of 4, =t/15.
The price set for type | customer, cdled p, is sdected from a given set of
S, ={1112,...,24,25} , while the price for type | customer, called p’, is unchanged during

al periods and is st equd to 10. If a customer pays p, he receives one unit of stock
immediately. However, if he paysp’, he has to wait till the end of sde horizon.
Furthermore, it is possible that he does not receive his purchased unit, if enough stocks are
not avalable a the end of sde horizon, due to the excessve demand by type | customers.
We assume the firm pays a pendty of r=2 in addition to p’ to any type Il customer who

does not receive the purchased unit. Suppose « = 0.5 and the firm wants to sell a most 5
units of capacity to the customersof typell, i.e. C' =5. The reservation price of customers

has a uniform distribution within theinterval of [O, 30] .

Comparison of the optimal price of OS1 and the benchmark model

In Figurel the optimd starting price for the customers of type | is plotted versus the
optima price of the benchmark modd. As this figure shows the optima starting price of
this type in OS-1 modd is higher than (or equa to) the optimd price of the benchmark
model. Furthermore, this difference increases with respect to theinitial capacity units.

It is not so hard to judtify the outcome of this observation. In dynamic pricing
models, in order to atract the cusomers who are not willing to buy expensive items, the
firm gives them another option by proposing alower price. However, in OS1 modd these
customers are digtinguished from the others and thus it is possble to propose a higher
price for the customers of typel.

26

24

22 4

204NN T e The first model

Price

1814 —— The benchmark

model

16

14

12

——— 77—
1 3 5 7 9 11 13 15 17 19
initial capacity

Figure 1 The Price path based on initial capacity


http://iors.ir/journal/article-1-31-en.html

[ Downloaded from iors.ir on 2026-02-01 ]

Comparison of expected revenue of OS models with that of the benchmark mode.

Figure 2 shows the incremental percentage of the expected revenue of OS1 mode
versus tha of the benchmark modd. This shows that the expected revenue increases up to
13% if oversdlling with opportunistic cancellation option is considered. Again, in this case,
the difference increases with respect to the initid cgpacity units. By proposing a second
price, the spoilage loss can dso be decreased. On the other hand, the yield loss dso can
also be decreased by proposing higher prices to type | customers. Therefore, it seems
logical to have higher expected revenue.

Price change during the sale period

In Figure 3, the price path through the sde horizon for the fixed capacities of 10 and
15 are depicted for both OSL and benchmark model. Clearly, the price decreases in these
models with respect to time. However, the rate of decreasein type | price in OS1 modd is
less than that in the benchmark mode with one price. The result of this observation seems
logical, because in order to sdl the avallable stocks in OS1 modd there is no need to
decrease the price quickly, when the existence of a second price decreases the possibility of
having unsold capacity (spoilage loss) at the end of the sale horizon.

14%

12%

10%

8% -

6% -

4%

Expected revenue improvement

2% A

0%

1‘ ‘3‘ ‘5‘ ‘7‘ ‘9‘ ‘11‘ ‘13‘ ‘15‘ ‘17‘ ‘19‘

Initial capacity
Figure 2. incremental percentage of the expected revenue of OSL versus that of the
benchmark model
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20 1
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model wirh inventory
10
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The first model with
inventory 10

18

17 1

Price

— - — - The benchmark
model with inventory
15

16 1

~~~~~~ The first model with
15 R — - - inventory 15

14 A

13 4

12

30 25 20 15 10 5
Days to the end of sale period

Figure 3. Price path through the sale horizon

The effect of typell price

We study the effect of type Il price on the path of type | price, as wdl as on the
optimal vaue of the expected profit as afunction of the initid capacity. As Figure 4 shows
anincreaseintype Il price resultsin increasing of type | price.

On the other hand, as Figure 5 indicates, the optimal value of the expected profit also
increases with respect to type |l price, provided that the initid capacity is low. However,
thisis not necessarily true for higher inventories.

26

24 4

22 4

20 +

Price

18 4

16 4

14 4

12

1 3 5 7 9 11 13 15 17 19
Initial capacity

Figure 4. The Price path based on initial inventory for different second prices
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4.2 Example 2

In this example we study the behavior of the second mode (periodic review) of
dynamic pricing moded with the option of oversdling and periodic review. As mentioned
before, in this modd the arriva of more than one customer in each sde period is possible.
Consder Example 1 again. To reduce the costs and efforts of price change, only two price
reviews is scheduled during the sale horizon, a beginning of the eeventh and twenty first
days of the sde horizon. The ariva of the customers has a nhon-homogeneous Poisson
distribution with therate of 4, =t/15 where t represents the remaining time to the end of

the sde horizon. Other assumptions of examplel hold in this example too. In Figure 6, the
difference between the expected revenues of two examples is plotted. It indicates that the
maximum difference between these two models is equd to 1.5%. The difference between
two models decreases with respect to the initid capacity. According to our numerica
experiments, when the number of reviews increases, this difference decreases. By making 5
to 10 reviews, it is expected that the difference between two models drop to less than 1%.

260

240 4

Expected Revenue

5 7 9 11 13 15 17 19
Initial capacity

Figure 5. The expected revenue based on initial inventory for different second prices

1.6%

1.4% -

1.2% +

1.0% -

0.8% -

Expected revenue improvement

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Initial capacity

Figure 6. Percentage of difference between the expected revenues of OSL and OS2
models
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4.3 Randomly gener ated samples
We examined our firs modd, OSl, (continuous review) through 2000 randomly
generated samples. In these examples, the totd capacity of C, the arrivd rate of 4, , the st

of pricesS,, the pendty rate r and the probability of atype Il customer reservation («)

were generated randomly. We also considered two cases of increasing and decreasing prices
with respect to time. The histogram of the percentage of increase in expected revenue of
OS1 modd againg that of the benchmark modd is depicted in Figure 7. Through these
numerica experiments, we studied the type | price of OSL mode a the beginning of the
sde horizon againg the optima price of the benchmark modd. In dl these examples, the
type | price happens to be higher or equd to the optima price of the benchmark modd. In
fact, our numerical examples support the findings shown in Figure 1.

Figure 7. Histogram of the percentage of increase in OS1 and the benchmark
models

5. Conclusion and Directions of Futur e Resear ch

In this paper, we developed and studied two dynamic pricing models that dlow a
firm to oversdl its capacity in order to enhance the demand by proposing two prices
instead of one. In a specific case, we showed that the expected revenue function is concave
with respect to the number of stocksto be sold. This property leads to proving one that a
any given time, the optima price is a non-increasing function of the number of stocks. We
aso showed the revenue of the proposed modes is higher than that of the corresponding
benchmark ones. We dso observed that the impact of oversdling is highly significant in
most of our examples.

Possible extenson of this research include (i) study the structurd properties of
general OSL models, (ii) incorporating the learning (updating both the arrivd rate and the
reservation price distribution as time passes), (iii) alowing cancdlation, (iv) incorporating
costs for price changes, and (v) considering replenishment option during the sale horizon.

In this study, competition was not consdered. Incorporating the effect of
competition makes our models much more useful for practical purposes.
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Appendix L
Proof of theorem 1 We must show tha V, (c,c’) > %[\/t (c-Lc")+V,(c+1c)] holds
for dlc > 0. This is done by constructing a policy to sdl up to Cunits of the capacity over [t,O],

with an expected revenue not less than %[Vt (c+1c)+ V,(c—LC')]. Our approach is similar

to that of Zhao and Zheng [15].

Suppose tha there are four pools of inventories, labeled as1,2,1and 2. At timet,
there are c+1 units of capacity in pool 1, ¢—1 unitsin pool 2, and ¢ units in each of

poolsland2. Let P, and P, be the optima policies of the first price and P, and P, be
the second price policies for poolsl and 2 respectively. Using these policies for pools 1
and2, the total revenue from these poolsis [V, (c+1,¢") +V, (c—1,¢")] . For pools1and 2
we congruct P, and P,(by modifying P, and P, respectivdly) and P/ and P, (by
modifying P/ and P, respectively) tha may be suboptimd for sdling up to ¢ items
in[t,O], but they together would generate a least the same totd revenue as tha of pools 1
and 2. Now, for aredization of the demand process in pool 1 we generate three identica
copies for the other three pools. Let p' (z)(p'(z)),7 |[t,0], be the redized first price
process under P(P),i=12 and p" (z)(p" (z)),7 €|t,0], be the redized second price
process under P'(P),i=12 . Sating fromz =t, st p°(r) = min{pl(r), pz(r)} and
p'(z) = max{p(z), p’(z)} for the first price and P'*(r) = min{p"(z), p’’(z)} and
B (r) = max {p"(z), p'(x)} for the second price untilt,, the first time when the tota
number of first type capacity units sold in pool 1 becomes one less than that of pool 1. Let
p'(z) = p'(2)(i =12) and P (z) = p" (z)(i =1,2) forz e (t,,0].

Now it must be shown tha together pools1 and 2 under policies P, and P, and
P, and P, generae exactly the same revenue as poolsl and 2 do under P, and P and
P, and P;. In time interva|t,t,], the only time pool1(2) and pool 1(2) may generate
different revenues is when a customer arives az and p'(r) < p®(r). There ae three

possibilities for the arriving customer:
i) She does not buy any unit of the first type capacity in dl pools because her

reservation price is less than p*(z) or she buys one unit of the second type capacity in all

pools.
ii) She buys in each of the four pools one unit of the first type cgpacity because her

reservation priceis greater than the first proposed price.
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iii) Because the customers reservation price is between p'(z) and p®(z), she buys
one unit of the first type capacity in poolsl and 2 and one unit of the second type capacity
inpoolsland2 (a =1).

Case(i) does not make any difference since she does not contribute any revenue to
any of the pools or generates p’ units of revenue in each of the pools. Case(ii) does not
matter either, because the totd revenue generated from this customer in poolsl and?2 is

p'(r) + p?(z), which is the same as that in pools1and2. When case(iii) happens, t, is
reeched. At t,, the generated revenue from sdlling one unit of the first capacity in poolsl
and2, and that of poolsland2 is equd to p*(z). This customer buys one unit of the
second type capacity in pool 2 and 1 (in the case tha pool 2 has not any remained
capacity, the customer does not buy from pools 1 and 2). Therefore, we can observe that
the total generated revenuein poolsl and2 is equal to that of pools1and 2.

Now, we must show that pools 1 and 2 have enough inventory to satisfy every
demand that is satisfied in pools 1 and 2. By definition, int,t, |, the number of first and
second type capacity sold in pool 1(2) must be the same as in pool 1(2) . At t,, a sde of
the first type capacity takes place in poolsl and 2, and we have a sde of the second type
capacity in pool 1 and 2(in the case that pool 2 has no more capacity, there is not any
sdes in pools 1 and 2). Immediately aftert,, the first type capacity in poolsl and
1(2and2) are be equa. Therefore, every first or second type customer that is satisfied in
pool 1(2) is also satisfied in pool 1(2) . Because we assume that C’ — o, there is't any
problem to satisfy the second type customersin every pool.

In caset,never occurs, pool1sdls & mostc—1 units of the first type capacity
because p*(z) > p?(r) forz [t,0]. In this case, pool 2 sellsat most ¢—1 units of the first
type capacity either because otherwiset, must have occurred.

We have shown that the tota revenue in pools 1 and 2 is equd to that of pools1
and 2. Now, we have to show that the tota pendty paid in poolsland2 is less than or
equal to that of poolsl and 2. According to the proposed pricing policy, if t,does occur, in
t, we have the same pricing policy in poolsl(2) and2(1). At t,, if pool2 has any
remained first type capacity, pools2and1 can sell one unit of the second type capacity to
the customer, ese they would not sdl any unit to the second type customer (P, — «).
After t,, the totd first and second type capacities that have been sold to the customer in
pool 1 would be the same of tha in pool 2, if the first type capacity sold in pool 2 was
greater thanc—1. Therefore if and only if the firm paid pendty in pool 2, the firm might
pay pendty in pool 1. Because pools1and 2 pay pendty for one unit more than the pools
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1and2 (if the firm has to pay any pendty) we can see that the tota pendty in poolsl
and 2is more or equal to that of poolsland?2.
If pool 2has no more first type capacity at t,, we have only one sale for the first type

capacity in poolsl and 2, and we have no sde in pools2 and 1 (P, — o). According to
the pricing policy the tota pendty in poolsi(2) and 1(2) will be equad a the end of the

sales period, therefore the total penalty in poolsl and2is equal to that of poolsland 2.
In case that t, never occurs, because the tota first and second type capacities that are

sold in pool 2 is equa to that of pool 1, we would pay pendty in pool 1 if and only if a
penalty has to be pad in pool 2. Because in this case pools1 and 2 pay pendty for one
unit more than pools 1 and 2 (if the firm has to pay any pendty) we can see that the total
penalty in poolsl and 2 is more or equal to that of pools1and?2.

In summary, our constructed policies with ¢ units of the first type capacity generates
greater or equd revenue as do the optimd pricing policiesin pool 1 and 2 with c+1 and
c—1 units of thefirst type capacities. Thus the randomized policy that chooses with equal

probability betweenP,, P’ andP,, P, sdls up to ¢ units of capacity can generate
expected revenue of%[\/t (c+1c)+V,(c-1c))].

We use the concavity property of the expected revenue function to show the
“inventory monotoocity” property of the pricing policy in ¢. On the other hand, concavity
property of the expected revenue function can be useful for determining the optima first
type capacity when the proliferation cost of capacity islinear or convex.
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