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We address the redundancy allocation of a series repairable system with multiple k-out-of-n subsystems with each subsystem following shut-off rule. The objective of the problem is to find the optimal number of repairmen and redundant components in each subsystem for optimization of steady-state availability subject to weight, cost and volume constraints. We propose a Particle Swarm Optimization (PSO) algorithm to solve the problem. The PSO algorithm is demonstrated to be more efficient as compared to a Simulated Annealing (SA) algorithm.
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1. Introduction

With advancing technology, most industrial processes are involved in engineering systems. System designers are often concerned the performance of their systems, and most essential elements impacting the performance of a system are availability and reliability.

Considering the nature and application of a system, it is categorized into repairable or non-repairable. Repairability of a system being a prominent feature, one of the most important performance criteria in repairable systems is the availability of the system. To enhance the availability of a system, a usual approach is to improve the availability of subsystems and one way to achieve this is redundancy allocation. For redundancy allocation, optimal configuration plays a major role especially for repairable systems. In fact, maintenance of a repairable system is harder, i.e., more cost consuming, than that of a non-repairable system.

Redundancy allocation is a renowned approach and has been studied extensively in the areas of reliability and availability. Redundancy Allocation Problem (RAP) is to maximize reliability and availability of a system consisting of repairable or non-repairable component selection in the presence of some constraints such as weight, volume and cost.

Various models of RAP and solution methods have been proposed in the literature (See [2], [4] and [5]). RAP is applied to various structures such as series, parallel, parallel-series, series-parallel and k-out-of-n. A straightforward definition of k-out-of-n structure is that at least k components out of n parallel components need to work. Comprehensive overviews of k-out-of-n systems may be found in

* Iran, Tehran, Department of Industrial Engineering, Khaje Nasir Toosi University of Technology, Email: ayahyatabar@kntu.ac.ir.
1 Iran, Tehran, Department of Industrial Engineering, Sharif University of Technology, Email: Eshragh@sharif.edu.
2 Iran, Tehran, Department of Industrial Engineering, Khaje Nasir Toosi University of Technology, Email: ayahyatabar@kntu.ac.ir.
[9], [10]. Barron et al. [1] presented an analysis of k-out-of-n systems with some repairmen (the number of repairmen being fixed) and exponential lifetimes. Frostige et al. [3] studied on the availability of a k-out-of-n repairable system. They used Markov renewal processes for a k-out-of-n system in which components were repairable. A knowledge-based interactive decision support system was developed to set up and store component parameters during the design process of repairable series-parallel system in [13].

Khabat et al. [14] studied a k-out-of-n system with N categories. In their study, there are R specified repair facilities and repair priorities are specified between the N non-identical components. A multi-dimensional Markov model was used to evaluate the availability of the system. Krishnan et al. [15] used Laplace transform techniques to analyze the reliability of repairable consecutive-k-out-of-n systems with a sensing device and repairmen. A sensing device was applied to detect the failure of each component in the system in advance and completion of repair of the components.

A shut-off rule expresses a condition in which there are some non-failed components while the system is down. Two kinds of shut-off rule were investigated in [8]. Continuous operation (CO) describes a kind of shut-off rule that the system is down, but all non-failed components can still fail. Another kind of shut-off is called suspended animation (SA). In SA, there is no additional failure of non-failed components when the system is down. Availability of k-out-of-n system with respect to suspended animation was analyzed by D. Huffman et al. [6]. Moghaddass et al. [16] analyzed the reliability and availability of a repairable k-out-of-n system considering R specified repairmen subject to shut-off rules using a Markovian process. They presented new closed form solutions for important performance measures including steady-state availability, mean time to failure, and mean time to first system failure with respect to all shut-off rules.

Although the availability of k-out-of-n systems has been extensively investigated, we present a new model here. What is novel in our work is consideration of a new variable to enhance the availability of a system so-called optimal number of repairmen or repair facilities in each subsystem. In general, the classical model, RAP is used along with the number of repairmen which were neglected in the literature for a k-out-of-n system. The proposed model is applied frequently in practice. Important application can be found in Power industry, oil and gas industry, aviation industry, etc.

The system structure is depicted in Fig. 1. The components are identical in each subsystem and all components are active and repairable. All subsystems follow SA as the shut-off rule.
Chern [17] illustrated that a simple redundancy allocation problem in series with linear constraints is NP-hard. As stated earlier, the main contribution of our study is to obtain the highest availability with an optimal number of repairmen and redundancy level in each subsystem as decision variables subject to cost, weight, and volume constraints. Due to the nonlinear structure of the objective function, there is not possibility to solve the problem by solver applications like GAMS or LINGO. Thus, a heuristic algorithm, exactly named Particle Swarm Optimization (PSO) algorithm, is proposed to solve the model.

Numerical experiments are made to show the efficiency of the proposed PSO algorithm in comparison with another heuristic algorithm called Simulated Annealing (SA). However, exact optimal solutions are required to show the closeness of the results obtained by heuristic algorithms. In this regard, we tried to get the exact optimal solution using a search method.

The reminder of our work is organized as follows. Section 2 considers problem formulation. In Section 3, the particle swarm optimization (PSO) algorithm is presented. The simulated annealing algorithm (SA) is described in Section 4. Section 5 presents adapted PSO and SA algorithm for the availability optimization. Parameters of the PSO and SA algorithms are set in Section 6. Numerical examples are presented and analyzed to prove the efficiency of the presented algorithm in Section 7. Finally, Section 8 gives the concluding remarks and provides directions for future research.

2. A Model for the system

2.1 System description
A series system with multiple k-out-of-n subsystems is discussed in here wherein each subsystem has repairable components. One type of variable is the number of repairmen; optimal number of
repairmen would be allocated to each subsystem. However, the number of repairmen is costly and it should be considered as a variable subject to cost constraint. Another type of variable is redundancy level which directly affects all constraints, i.e., cost, volume and weight.

### 2.2 Notations

- $y$: Number of subsystems in the system.
- $n_j$: Number of allocated components in subsystem $j$.
- $\lambda_i$: Failure rate of each subsystem when there are $i$ failed components in each subsystem, $(1 \leq i \leq n_j - k_j)$.
- $\mu_i$: Repair rate of each subsystem when there are $i$ failed components in each subsystem, $(1 \leq i \leq n_j - k_j + 1)$.
- $\eta_j$: Number of allocated repairmen in subsystem $j$.
- $P_{i,j}(t)$: Probability that there are $i$ failed components in subsystem $j$ at time $t$, $(0 \leq i \leq n_j - k_j + 1)$.
- $P_{i,j}$: Steady-state probability when there are $i$ failed components in subsystem $j$, $(0 \leq i \leq n_j - k_j + 1)$.
- $P'_{i,j}(t)$: First derivative of $P_{i,j}(t)$, $(0 \leq i \leq n_j - k_j + 1)$.
- $A_{sub j}(t)$: Point availability of subsystem $j$ at time $t$.
- $A_{sub j}$: Steady-state availability of subsystem $j$.
- $A_s$: Steady-state availability of system.
- $C$: Total allowable cost of the system.
- $W$: Weight upper limit of the system.
- $V$: Volume upper limit of the system.
- $c_j$: Cost of a component in subsystem $j$.
- $h_j$: Cost of employing a repairman assigned to subsystem $j$.
- $w_j$: Weight of a component in subsystem $j$.
- $v_j$: Volume of a component in subsystem $j$.

### 2.3 Assumptions

- All subsystems have a k-out-of-n structure with active components.
- All components have identical independent distribution following exponential lifetime distribution.
• Only one repairman is allowed to be allocated to the repair of a failed component. The time to repair a failed component follows an identical independent exponential distribution, \( 1 \leq i \leq n_j - k_j + 1 \).

• Subsystem \( j \) is called failed as soon as the number of failed components just reaches \( n_j - k_j + 1 \), and the system is considered failed as soon as one of the subsystems fails.

• All subsystems follow the suspended animation rule (a kind of shut-off rule).

• When a component of a subsystem fails, allocated repairman of the subsystem, if available, immediately begins; if not, the failed component must wait for the repairman. The repair is based on first-come, first-served.

• The probability that two or more components are restored or fail simultaneously in a small interval is not considered.

3. A Mathematical model

We consider an objective function associated with the maximization of the steady-state availability. The steady-state availability of the system (regarding Fig. 1) can be written as follows:

\[
A_s = \prod_{j=1}^{Y} A_{\text{sub } j},
\]

With the availability of subsystem \( j \) being:

\[
A_{\text{sub } j}(t) = 1 - P_{n_j - k_j + 1,j}(t),
\]

\[
A_{\text{sub } j} = \lim_{t \to \infty} A_{\text{sub } j}(t) = 1 - 1 - \lim_{t \to \infty} P_{n_j - k_j + 1,j}(t).
\]

In accordance with the model description, steady-state availability of a \( k \)-out-of-\( n \) system is described using the Markov process to reach the availability of a subsystem [16]. The state transition diagram of a repairable \( k \)-out-of-\( n \) system is shown in Fig. 2. The numbers in the circle state the number of failed components; in fact, the status of the subsystem. The number \( n - k + 1 \) indicates that the system failed.

![Figure 2. The state transition diagram of a repairable k-out-of-n system](image-url)
The probability that there are \( i \) failed components in the subsystem \( j \) at time \( t + \Delta t \) is shown by \( P_{i,j}(t + \Delta t) \). To obtain this probability, the following four events are evaluated [18]:

1. During \((t, t + \Delta t)\), a transition happens; subsystem \( j \) is in status \( i + 1 \) at time \( t \) and is in status \( i \) at time \( t + \Delta t \).
2. During \((t, t + \Delta t)\), a transition happens; subsystem \( j \) is in status \( i - 1 \) at time \( t \) and is in status \( i \) at time \( t + \Delta t \).
3. During \((t, t + \Delta t)\), no change happens in the status of subsystem \( j \).
4. During \((t, t + \Delta t)\), the status of subsystem \( j \) is transmitted by two or more.

For a Poisson process, the last event is negligible and close to zero. Based on Fig.2, the probability of the subsystem can be written as follows:

\[
P_{i,j}(t + \Delta t) = P_{i+1,j}(t)(1 - \lambda_{i+1}\Delta t)(\mu_{i+1}\Delta t) + P_{i-1,j}(t)(\lambda_{i-1}\Delta t)(1 - \mu_{i-1}\Delta t) + P_{i,j}(t)(1 - \lambda_i\Delta t)(1 - \mu_i\Delta t) = P_{i,j}(t) - P_{i,j}(t)(\lambda_i + \mu_j)\Delta t + P_{i-1,j}(t)(\lambda_{i-1}\Delta t) + P_{i+1,j}(t)(\mu_{i+1}\Delta t). \quad (4)
\]

Letting \( \Delta t \to 0 \),

\[
P'_{i,j}(t) = -(\lambda_i + \mu_j)P_{i,j}(t) + \lambda_{i-1}P_{i-1,j}(t) + \mu_{i+1}P_{i+1,j}(t). \quad (5)
\]

The steady-state distribution of subsystem \( j \) in discrepant status is expressed as follows:

\[
P_{i,j} = \lim_{t \to \infty} P_{i,j}(t), \quad \text{for } i = 0, 1, \ldots, n_j - k_j + 1. \quad (6)
\]

According to equations (5) and (6) we have

\[
\lim_{t \to \infty} P'_{i,j}(t) = \lim_{t \to \infty} \left( -(\lambda_i + \mu_j)P_{i,j}(t) + \lambda_{i-1}P_{i-1,j}(t) + \mu_{i+1}P_{i+1,j}(t) \right),
\]

\[
-(\lambda_i + \mu_j)P_{i,j} + \lambda_{i-1}P_{i-1,j} + \mu_{i+1}P_{i+1,j} = 0, \quad (7)
\]

\[
\lambda_0 P_{0,j} + \mu_1 P_{1,j} = 0,
\]

\[
P_{1,j} = \frac{\lambda_0}{\mu_1} P_{0,j},
\]

\[
P_{2,j} = \frac{\lambda_0 \lambda_1}{\mu_1 \mu_2} P_{0,j},
\]

\[
\vdots
\]

\[
P_{i,j} = \frac{\lambda_0 \cdots \lambda_{i-1}}{\mu_1 \cdots \mu_i} P_{0,j}, \quad \text{for } i = 1, \ldots, n_j - k_j + 1. \quad (8)
\]

The total probability is given by
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\[ P_{0,j} + P_{1,j} + \cdots + P_{n_j-k_j+1,j} = 1. \]  

(9)

Based on equations (8) and (9), we get

\[ P_{0,j} = \left(1 + \sum_{i=1}^{n_j-k_j+1} \frac{\lambda_0 \lambda_{i-1}}{\mu_1 \cdots \mu_i}\right)^{-1}. \]  

(10)

According to equations (8) and (10), we have

\[ P_{i,j} = \frac{\lambda_0 \lambda_{i-1}}{\mu_1 \cdots \mu_i} \left(1 + \sum_{i=1}^{n_j-k_j+1} \frac{\lambda_0 \lambda_{i-1}}{\mu_1 \cdots \mu_i}\right)^{-1}, \text{ for } i = 1, \ldots, n_j - k_j + 1. \]  

(11)

The steady-state availability of subsystem \( j \) based on equations (3) and (11) is evaluated to be

\[ A_{\text{sub } j} = 1 - P_{n_j-k_j+1,j} = 1 - \frac{\lambda_0 \lambda_{n_j-k_j}}{\mu_1 \cdots \mu_{n_j-k_j+1}} \left(1 + \sum_{i=1}^{n_j-k_j+1} \frac{\lambda_0 \lambda_{i-1}}{\mu_1 \cdots \mu_i}\right)^{-1}. \]  

(12)

Therefore, the steady-state availability of the system based on equation (1) can be written as follows:

\[ A_s = \prod_{j=1}^{y} \left(1 - \frac{\lambda_0 \lambda_{n_j-k_j}}{\mu_1 \cdots \mu_{n_j-k_j+1}} \left(1 + \sum_{i=1}^{n_j-k_j+1} \frac{\lambda_0 \lambda_{i-1}}{\mu_1 \cdots \mu_i}\right)^{-1}\right). \]  

(13)

A subsystem \( j \) is considered as failed when the failed components reach \( n_j - k_j + 1 \), based on the shut-off rule; there are \( i \) failed components and \( (n_j - i) \) working components in each subsystem \( j \). We are going to use results from queuing theory for the failure rate of the subsystem \( j \) and repair rate of the subsystem \( j \) as follows:

\[ \lambda_i = (n_j - i), \quad 0 \leq i \leq n_j - k_j \]  

(14)

\[ \mu_i = \begin{cases} i \mu, & 0 \leq i \leq r_j \\ r_j \mu, & r_j \leq i \leq n_j - k_j + 1 \end{cases} \]  

(15)

Using the definitions above, the mathematical model of the system is formulated to be:

Maximize

\[ A_s = \prod_{j=1}^{y} \left(1 - \frac{n_j}{(k_j-1)r_j} \frac{n_j-k_j+1}{\mu} \left(\frac{\lambda}{\mu} \right)^i \right) \left(1 + \sum_{i=1}^{r_j} \left(\frac{n_j}{i} \right) \left(\frac{\lambda}{\mu} \right)^i + \frac{n_j+r_j}{r_j+1} \left(\frac{n_j-r_j}{r_j+1} \left(\frac{\lambda}{\mu} \right)^i \right) \right) \]  

(16)

Subject to

\[ \sum_{j=1}^{y} c_j n_j + \sum_{j=1}^{y} h_j r_j \leq C \]  

(17)
\[ \sum_{j=1}^{y} w_j n_j \leq W \]  \hspace{1cm} (18)

\[ \sum_{j=1}^{y} v_j n_j \leq V \]  \hspace{1cm} (19)

\[ 1 \leq r_j \leq (n_j - k_j + 1), \quad \forall j = 1,2,...,y \]  \hspace{1cm} (20)

\[ k_j \leq n_j, \quad \forall j = 1,2,...,y \]  \hspace{1cm} (21)

With respect to equation (16), the objective is to determine the number of repairmen and the number of components in each subsystem to optimize the availability of the system according to Fig. 1. In equation (16), \( M \) is a large number. When \( r_j = n_j - k_j + 1 \), the floor value in the bracket is zero and when \( r_j = n_j - k_j \), the floor value in the bracket is one. Constraints given by equations (17), (18) and (19) represent the available cost, weight and volume respectively. Constraint (20) indicates the upper and lower bounds of the repairmen in the subsystem \( j \). Constraints (21) represent the k-out-of-n structure of subsystem \( j \).

Considering equation (16), the model is a non-linear programming problem. Due to the complexity of the objective function, classical methods are not easily applicable. A main contribution of our work here is to apply heuristic methods such as particle swarm optimization (PSO) and simulated annealing (SA) algorithms.

4. Particle swarm optimization

Particle swarm optimization (PSO) is an optimization technique based on motion and intelligence of swarms. Kennedy and Eberhart [7] have developed this method using several particles as a group to find the best solution.

Each particle is a point in an \( N \)-dimensional space that adjusts its flight based on its flight experience and other particles’ experience. The best solution found by a particle is called personal best \((p_{best})\) and another important value in this algorithm is the best solution by all particles called global best \((g_{best})\). The main concept of PSO is the notion of velocity of each particle according to \( g_{best} \) and \( p_{best} \) used as a weighted velocity in each step as shown in Fig. 3.

![Figure 3. Particle swarm optimization algorithm applied to vectors.](image-url)
There are several vectors in Fig. 3 that need to be explained: $s^k$ is the current search point, $v^k$ is the current velocity, $v_{pbest}$ is the velocity based on $p_{best}$, $s^{k+1}$ is the corrected search point, $v^{k+1}$ is the corrected velocity and $v_{gbest}$ is the velocity based on $g_{best}$.

PSO commences with a stochastic group of particles and follows optimal points. Each particle is updated according to $p_{best}$ and $g_{best}$. Each particle attempts to update its own position using the current position, current velocity, distance between current position and $p_{best}$, and distance between current position and $g_{best}$ as follows:

$$v_{i}^{k+1} = (w v_{i}^{k}) + (c_1 \times \text{rand}_1(... \times (p_{best_{i}} - s^{k})) + (c_2 \times \text{rand}_2(... \times (g_{best_{i}} - s^{k})), \quad (22)$$

Where, $v_{i}^{k}$ is the velocity of particle $i$ at iteration $k$, $w$ is an inertia weight [11], $c_1$ is the cognitive parameter, $c_2$ is the social parameter, $s^{k}$ is the current position of the particle $i$ at iteration $k$, $\text{rand}_1$ and $\text{rand}_2$ are stochastic values between 0 and 1, $p_{best_{i}}$ is $p_{best}$ of particle $i$ and $g_{best}$ represents the best value in a group.

The inertia weight $w$, is obtained by

$$w = w_{\text{max}} - \frac{(w_{\text{max}} - w_{\text{min}}) \times \text{iter}}{\text{maxiter}}, \quad (23)$$

Where, $w_{\text{max}}$ is the primary weight, $w_{\text{min}}$ is the final weight, $\text{maxiter}$ is the maximum number of iterations and $\text{iter}$ is the number of iterations up to now.

The last step is to update the positions as follows

$$s_{i}^{k+1} = s_{i}^{k} + v_{i}^{k+1}. \quad (24)$$

The inertia weight $w$ plays a main role in the local search and the global search. A large $w$ helps in the local search, whereas a small $w$ helps in the global search. Fig.4 shows the steps of a basic PSO algorithm of PSO.

The performance of a PSO algorithm depends on several elements:

- Size of the initial population
- $c_1$, the cognitive parameter and $c_2$, the social parameter
- $w$, the inertia weight; It decreases over the iterations
- $v_{\text{max}}$, the maximum velocity of each particle in each dimension
- A fitness function to help find the global optimal solution
Figure 4. A flowchart for a basic Particle Swarm Algorithm

These parameters are specified based on the specific problem. The initial phase in the process is to adapt the general algorithm to the problem. By setting proper values for the parameters for the problem, the optimal solution is found conveniently.

5. Simulated annealing

Simulated annealing (SA) was proposed by Kirkpatrick et al. [19] in 1983 as an extension of the Metropolis algorithm [20]. Its name refers to the physical process of annealing in metallurgy. Achieving a minimum energy crystalline structure is a reason for SA technique, and it requires heating and slow cooling of materials. The SA algorithm follows this process with the aim of finding a good solution while providing the opportunity to escape from local optima. The opportunities to move away from local optima depends on the temperature. The more temperature provides the more
opportunity. As the process ‘cools’, the focus is on finding an optimal solution, and so the probability of a jump to a new neighborhood is reduced.

The process starts with the highest temperature \( T_0 \), which reduces after each iteration. After an initial solution is generated, a random search is conducted to move from the current solution to a neighborhood solution. The neighborhood range selection is done by the user, and it is very important for the success of an SA algorithm. A new solution with a better objective value will always be accepted. But, a solution with a worse objective value has an opportunity to be accepted based on a probability \( p \), given by \( p = e^{-\Delta / T} \), where \( \Delta \) is the difference between the new solution and the current solution, and \( T \) is the current temperature.

The general structure of an SA algorithm for the minimization problem is illustrated as follows:

- Specify the SA control parameters, \( T_0 \), \( Mitr \).
- Select the initial solution, \( X_0 \).
- Set \( T = T_0 \), \( X = X_0 \), \( X^* = X_0 \), and \( n = 1 \).
- Compute \( f(X_0) \).
- While the stop criterion is not met do
  - While \( n \leq Mitr \) do
    - Generate solution \( X_n \) in the neighborhood of \( X_0 \)
    - Compute \( \Delta = f(X_n) - f(X) \)
    - If \( \Delta \leq 0 \) then \( X = X_n \)
    - Else generate a random number \( r \in (0,1) \)
    - If \( r \leq \left( p = e^{-\Delta / T} \right) \) then \( X = X_n \)
    - \( n = n + 1 \)
  - End if
  - End while
- If \( f(X) < f(X^*) \) then \( X^* = X_n \)
- End if
- Update the temperature \( T \).
- End while

The used notations are:

- \( X_0 \) = initial solution,
- \( X_n \) = current solution,
- \( X^* \) = best solution,
- \( Mitr \) = maximum number of iterations,
- \( T_0 \) = initial temperature,
- \( n \) = repetition counter,
- \( f(x) \) = value of the objective function.
As most heuristic algorithms, SA algorithm begins with an initial solution generated randomly. With respect to the initial temperature, the objective value at the initial solution is computed and set as a current solution. This algorithm consists of two loops. In the outer loop, the temperature is updated by a function. The inner loop is iterated while \( n \) is less than \( \text{Mitr} \). In each iteration, a neighborhood solution is generated; the difference between the objective value at a neighborhood solution and the objective value of current solution is calculated and saved into \( \Delta \). If \( \Delta \) less than zero, i.e., if a movement to the neighbor of current solution decreases the objective function, then the current solution is set to be the neighborhood solution. If not, there is a chance for the neighborhood solution to be accepted with a probability \( p = e^{-\frac{\Delta}{T}} \). This allows for escaping from local points. Note that the role of \( T \) as temperature in this probability. In each iteration, the updated temperature decreases the probability of accepting a worse solution.

Some parameters of SA play main roles in this algorithm. \( T_0 \) should be selected properly. A function is used to reduce the temperature. One usually uses \( T_j = \varphi T_{j-1} \) where \( \varphi \), typically between 0 and 100, is considered as cooling rate. A stopping criterion is defined to stop the algorithm and is usually specified as the total number of solutions or pre-specified value of final temperature, say \( T_f \).

### 6. Applying PSO and SA to Availability Optimization

To optimize the steady-state availability of the system, the codes of the proposed PSO and SA algorithms were written in MATLAB software environment; see the pseudo code for the proposed PSO and SA algorithms are represented in tables 1 and 2.

The fitness function of the problem was represented according to equations (16) to (19) as follows:

\[
\text{Fitness function} = \frac{A_s}{1 - \left( \min \left[ 0, (c - \sum_{j=1}^{y}(c_{j}+h_{j})) \right] + \min \left[ 0, (w - \sum_{j=1}^{y}w_{j}) \right] + \min \left[ 0, (v - \sum_{j=1}^{y}v_{j}) \right] \right)} \] . (25)

This fitness function was constructed based on [12] and was used to guarantee the feasible solution generated from the proposed heuristic algorithms. Before demonstrating the performance of the proposed heuristic algorithms, we set the parameters of the algorithms.

<table>
<thead>
<tr>
<th>Table 1. A pseudo code of our proposed PSO algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Determine ( y, \text{maxiter} ) (maximum iteration), ( \text{partnum} ) (the size of primary population), ( k_j, c_j, w_j, v_j, h_j, C, W, V, \lambda, \mu ) and ( \text{interval} \ n_j ) (maximum number of components in subsystem ( j )).</td>
</tr>
<tr>
<td>2. Determine the parameters of PSO, i.e., ( w_{\max}, w_{\min}, v_{\max}, c_1 ) and ( c_2 ).</td>
</tr>
<tr>
<td>3. Compute the ( \text{interval} \ r ) as follows: ( \text{interval} \ r_i = \text{interval} \ n_i - k_j + 1 ).</td>
</tr>
<tr>
<td>4. For ( i = 1 ) to ( \text{partnum} ) do (generation of the initial population)</td>
</tr>
<tr>
<td>4.1. For ( j = 1 ) to ( y ) do</td>
</tr>
<tr>
<td>4.1.1. Select a random number between ( k_j ) and ( \text{interval} \ n_j ), and store it in ( n(i,j) ).</td>
</tr>
</tbody>
</table>
4.1.2. Select a random number between 1 and \( n(i,j)-k_j+1 \) and store it in \( r(i,j) \).

4.2. End for

4.3. Set \( P_{\text{best}}(i)=0 \) and \( f_{\text{pbest}}(i)=0 \).

5. End for

6. Set \( BA \) (best availability) = 0 and \( BP \) (best point) = 0.

7. For \( l=1 \) to \( \text{maxiter} \) do

7.1. Update the inertia weight by using equation (23).

7.2. For \( i=1 \) to \( \text{partnum} \) do

7.2.1. Compute fitness \( (n(i),r(i)) \).

7.2.2. If \( f_{\text{pbest}}(i) \leq \text{fitness} \ (n(i),r(i)) \) then \( p_{\text{best}}(i)=(n(i),r(i)) \), \( f_{\text{pbest}}(i)=\text{fitness} \ (n(i),r(i)) \).

7.2.3. Update the velocity of each point by using equation (22).

7.2.4. Update the position of each point by using equation (24).

7.3. End for

7.4. Compute the greatest \( f_{\text{pbest}}(i) \) and place it into \( f_{\text{gbest}}(l) \) and set \( g_{\text{best}}(l)=p_{\text{best}}(i) \).

7.5. If \( \text{Best} \leq f_{\text{gbest}}(l) \) then set \( BA= f_{\text{gbest}}(l) \) and \( BP = g_{\text{best}}(l) \).

8. End for

9. Write \( BA \) and \( BP \).

---

**Table 2.** A pseudo code of our proposed SA algorithm

1. Determine \( y \), \( Mitr \) (maximum number of iteration), \( c_j,w_j,v_j,h_j,C,W,V,\lambda,\mu \) and \( n_{\text{max}} \) (maximum number of components in each subsystem).

2. Determine parameters of SA, i.e., \( T_0, T_f, \) and \( \phi \).

3. Generate random points \( x_0 = [n_1,n_2,\ldots,n_y,r_1,r_2,\ldots,r_y] \) as an initial solution.

4. Compute the fitness function of initial solution, \( f (x_0) \).

5. While \( T > T_f \) do

5.1. For \( i=1 \) to \( Mitr \) do

5.1.1. Generate neighborhood values of initial solution, say \( x = [n_1^1,n_2^1,\ldots,n_y^1,r_1^1,r_2^1,\ldots,r_y^1] \).

5.1.2. Calculate the fitness function of neighborhood solution, \( f (x) \).

5.1.3. If \( f (x) > f (x_0) \) then set \( x_0 = x \) and \( f (x) = f (x_0) \)

5.1.4. Else generate a random number, \( r \in (0,1) \).

5.1.4.1. If \( r \leq e^{-\frac{[f (x)-f (x_0)]}{T}} \) then set \( x_0 = x \) and \( f (x_0) = f (x) \).

5.1.5. End if

5.1.6. End for
6. Set $T = \varphi T$.
7. End while
8. Write $x_0 = [n_1, n_2, ..., n_y, r_1, r_2, ..., r_y]$ and $f(x_0)$.

7. Parameter setting

As mentioned in Section 3, several parameters such as $v_0$, $w_{\text{min}}$, $w_{\text{max}}$, $c_1$ and $c_2$ affect the performance of PSO algorithm and parameters $\varphi$, $T_0$, and $T_f$ affect the performance of the SA algorithm. Good solutions can be obtained by proper selection of these parameters. We used Design of Experiments (DoE) to determine the values of PSO and SA parameters maximizing the availability function. Three levels of low, medium, and high were considered for each parameter as follows: $v_0$: (0.02, 2, 20), $c_1$ and $c_2$: (2, 10, 120), $w_{\text{min}}$: (0.1, 2, 30), and $w_{\text{max}}$: (0.5, 3, 50) for PSO and $\varphi$: (0.45, 0.75, 0.95), $T_0$: (10, 100, 1000), and $T_f$: (0.001, 0.1, 1) for SA. These levels were selected based on many runs and various settings. To determine a good combination of these values, we ran $3^4$ experiments for the PSO algorithm and $3^3$ for the SA algorithm, but to reduce the number of experiments we utilized the Taguchi method. The number of experiments were decreased to 9 by using $L_9$ orthogonal array. Actually, 9 discrepant experiments with three replications were used. Availability was used as a measure to set the parameters. The parameter setting process was carried out based on the second problem instance, having four subsystems. The results are presented in tables 3 and 4.

<table>
<thead>
<tr>
<th>Experiment No.</th>
<th>$v_0$</th>
<th>$c_1$ and $c_2$</th>
<th>$w_{\text{min}}$</th>
<th>$w_{\text{max}}$</th>
<th>$A_s$</th>
<th>Average of $A_s$</th>
<th>S/N</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.02</td>
<td>2</td>
<td>0.1</td>
<td>0.5</td>
<td>0.656</td>
<td>0.650</td>
<td>−3.741</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.644</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.648</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.02</td>
<td>10</td>
<td>2</td>
<td>3</td>
<td>0.500</td>
<td>0.478</td>
<td>−6.445</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.443</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.490</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.02</td>
<td>120</td>
<td>30</td>
<td>50</td>
<td>0.371</td>
<td>0.359</td>
<td>−8.917</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.367</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.338</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>50</td>
<td>0.420</td>
<td>0.434</td>
<td>−7.275</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.469</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.413</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>10</td>
<td>30</td>
<td>0.5</td>
<td>0.308</td>
<td>0.302</td>
<td>−10.393</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.296</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.302</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>120</td>
<td>0.1</td>
<td>3</td>
<td>0.365</td>
<td>0.357</td>
<td>−8.943</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.361</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.345</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>20</td>
<td>2</td>
<td>30</td>
<td>3</td>
<td>0.386</td>
<td>0.403</td>
<td>−7.899</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.412</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The average values of availability function for each parameter at each level was calculated and the results are summarized in tables 5 and 6. The quality characteristic analyzed in this study was “the-bigger-the-better”, i.e., maximization of availability function. Fig.5 illustrates the main effect plot for each average availability function.

In the Taguchi method, the Signal to Noise (S/N) ratio is used to evaluate the sensitivity of the analyzed quality to error in the experiment. The greater S/N ratio indicating smaller variance around the target value, the higher value of S/N ratio is noted.

<table>
<thead>
<tr>
<th>Experiment No.</th>
<th>( \phi )</th>
<th>( T_0 )</th>
<th>( T_f )</th>
<th>( A_s )</th>
<th>Average of ( A_s )</th>
<th>S/N</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.45</td>
<td>10</td>
<td>0.001</td>
<td>0.495</td>
<td>0.481</td>
<td>−14.64</td>
</tr>
<tr>
<td>2</td>
<td>0.45</td>
<td>100</td>
<td>0.1</td>
<td>0.512</td>
<td>0.514</td>
<td>−13.30</td>
</tr>
<tr>
<td>3</td>
<td>0.45</td>
<td>1000</td>
<td>1</td>
<td>0.501</td>
<td>0.503</td>
<td>−13.73</td>
</tr>
<tr>
<td>4</td>
<td>0.75</td>
<td>10</td>
<td>0.1</td>
<td>0.475</td>
<td>0.462</td>
<td>−15.44</td>
</tr>
<tr>
<td>5</td>
<td>0.75</td>
<td>100</td>
<td>1</td>
<td>0.519</td>
<td>0.516</td>
<td>−13.23</td>
</tr>
<tr>
<td>6</td>
<td>0.75</td>
<td>1000</td>
<td>0.001</td>
<td>0.526</td>
<td>0.515</td>
<td>−13.28</td>
</tr>
<tr>
<td>7</td>
<td>0.95</td>
<td>10</td>
<td>1</td>
<td>0.486</td>
<td>0.478</td>
<td>−14.81</td>
</tr>
<tr>
<td>8</td>
<td>0.95</td>
<td>100</td>
<td>0.001</td>
<td>0.590</td>
<td>0.586</td>
<td>−10.66</td>
</tr>
<tr>
<td>9</td>
<td>0.95</td>
<td>1000</td>
<td>0.1</td>
<td>0.512</td>
<td>0.510</td>
<td>−13.45</td>
</tr>
</tbody>
</table>
To calculate the S/N ratio, Mean Square Deviation (MSD) for “the-bigger-the-better” quality characteristics were obtained using the following equation:

\[
MSD = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{A_{s,i}},
\]

(26)

\[
S/N = 10 \log_{10}(MSD),
\]

(27)

where \(A_{s,i}\) is the availability function value for \(i\)th experiment. The S/N ratios for all the experiments were calculated as represented in tables 3 and 4. As seen in tables 3 and 4, the experiment number 1 for PSO and the experiment number 8 for SA yield the largest ratios. In parallel, we can determine the best level of each parameter by the main effects plot of availability function as shown in Fig. 5 and Fig. 6.
Figure 5. Main effects plot on availability function for parameters of PSO.

Figure 6. Main effects plot on availability function for parameters of SA.
As seen in Fig. 5, the low level of $v_0$, the low levels of $c_1$ and $c_2$, the low and medium level of $w_{\text{min}}$, and the low level of $w_{\text{max}}$ can be considered as the best parameters levels for PSO and considering the value of $S/N$ (i.e., $-3.741$) in Table 3, the combination of the first experiment can be chosen. It can be seen in Fig.6 that the high level of cooling rate, the medium level of initial temperature, and the low level of final temperature have the most effect on the SA algorithm and considering the $S/N$ value ($-10.6643$) in Table 4, the combination in experiment 8 given an effective parameter levels.

### Table 7. The result of ANOVA associated to PSO

<table>
<thead>
<tr>
<th>Parameters</th>
<th>DOF</th>
<th>Sum of Squares</th>
<th>Variance</th>
<th>F</th>
<th>$F_{0.05,2,18}$</th>
<th>Contribution (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_0$</td>
<td>2</td>
<td>0.076</td>
<td>0.038</td>
<td>115.83</td>
<td>3.55</td>
<td>28.06</td>
</tr>
<tr>
<td>$c_1$ and $c_2$</td>
<td>2</td>
<td>0.062</td>
<td>0.031</td>
<td>95.18</td>
<td></td>
<td>23.01</td>
</tr>
<tr>
<td>$w_{\text{min}}$</td>
<td>2</td>
<td>0.075</td>
<td>0.038</td>
<td>114.25</td>
<td></td>
<td>27.67</td>
</tr>
<tr>
<td>$w_{\text{max}}$</td>
<td>2</td>
<td>0.049</td>
<td>0.024</td>
<td>74.90</td>
<td></td>
<td>18.06</td>
</tr>
<tr>
<td>Error</td>
<td>18</td>
<td>0.005</td>
<td>0.0003</td>
<td>3.17</td>
<td></td>
<td>3.17</td>
</tr>
</tbody>
</table>

The ANAlysis Of VAriance (ANOVA) provides statistical results illustrating the significant factors. We used ANOVA to identify the effective factors. Tables 7 and 8 show the results of ANOVA. As seen in Table 7, all four factors for PSO show the same contribution, and Table 8 shows that $T_0$ is more effective than the other factors.

### Table 8. The result of ANOVA associated to SA

<table>
<thead>
<tr>
<th>Parameters</th>
<th>DOF</th>
<th>Sum of Squares</th>
<th>Variance</th>
<th>F</th>
<th>$F_{0.05,2,18}$</th>
<th>Contribution (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta$</td>
<td>2</td>
<td>0.003</td>
<td>0.002</td>
<td>6.79</td>
<td>3.55</td>
<td>10.29</td>
</tr>
<tr>
<td>$T_0$</td>
<td>2</td>
<td>0.018</td>
<td>0.009</td>
<td>31.29</td>
<td></td>
<td>53.81</td>
</tr>
<tr>
<td>$T_f$</td>
<td>2</td>
<td>0.005</td>
<td>0.002</td>
<td>9.20</td>
<td></td>
<td>14.56</td>
</tr>
<tr>
<td>Error</td>
<td>18</td>
<td>0.005</td>
<td>0.0003</td>
<td>21.31</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 8. Numerical experiments

Seven problem instances were randomly generated to compare the performance of the proposed PSO and SA algorithms. These seven problems cover discrepant subsystems of various sizes, i.e., 3, 4, 5, 6, 7, 8, and 9 subsystems. All instances were coded in MATLAB on the Intel Core 2, CPU 2.66 and 2.67 GHz PC. Parameters of the problems including various k-out-of-n subsystems are shown in Table 9.

### Table 9. Input parameters of the algorithms
Due to the complexity of the objective function of our model, the exact optimal solution could not be obtained by codes such as GAMS and LINDO. We had to find a way to obtain the exact optimal solution. The only way was to check all points in the solution space one by one. We coded the point-by-point searching method in MATLAB. However checking all points was not logical for large problems. We noted the elapsed time by the three proposed methods, PSO, SA and Exact optimal method to demonstrate that our heuristic methods are more efficient than the point-by-point search method.

Availability function is the main measure to compare the two heuristic algorithms. To show the effectiveness of the proposed PSO algorithm, the closeness of the solution to the exact optimal solution was considered. Because of the stochastic nature of the proposed PSO and SA algorithms, 100 independent runs were carried out for all the instances and the maximum availability value was considered in all instances. After many runs and various settings of population size for our scenarios, the population size 25 was considered for both heuristic algorithms.

Parameters of the PSO and SA algorithms were considered based on the mentioned parameter setting approach and the results are shown in tables 10 and 11.

Table 10. Input parameters of the proposed PSO algorithm

<table>
<thead>
<tr>
<th>J</th>
<th>y</th>
<th>k</th>
<th>c_j</th>
<th>w_j</th>
<th>v_j</th>
<th>h_j</th>
<th>C</th>
<th>W</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>(2,1,2)</td>
<td>(5,4,7)</td>
<td>(0.3,0.4,0.2)</td>
<td>(1.1,1.3,2.1)</td>
<td>(1.1,2)</td>
<td>480</td>
<td>45</td>
<td>40</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>(2,1,2,3)</td>
<td>(5,4,7,6)</td>
<td>(0.3,0.4,0.2,7,0,7)</td>
<td>(1.1,1.3,2.1,3,1)</td>
<td>(1.1,2,2)</td>
<td>261</td>
<td>35</td>
<td>55</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>(4,2,3,2,1)</td>
<td>(18,13,12,2,4,22)</td>
<td>(2.12,3,11,2,76,2,34,2,18)</td>
<td>(64,34,72,1,27,8,77,11,72,18)</td>
<td>(63,55,52,5,2,53)</td>
<td>4226</td>
<td>7</td>
<td>49.04</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>(2,3,3,2,2,3)</td>
<td>(45,65,42,3,4,36,33)</td>
<td>(11,2,10,21,12,2,13,1,4,11,45,10,23)</td>
<td>(20,43,22,3,2,21,17,27,33,22,28,2,4,21)</td>
<td>(113,155,2,12,42,63,1,34)</td>
<td>3867</td>
<td>2</td>
<td>271.6</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>(3,2,4,2,3,2,2)</td>
<td>(21,34,24,1,9,23,26,43)</td>
<td>(6,5,8,5,8,9,10)</td>
<td>(23,13,29,8,31,42,53,2,71,6,15,4)</td>
<td>(111,132,1,23,108,132,1,31,102)</td>
<td>5245</td>
<td>4</td>
<td>157</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>(4,2,3,2,4,3,1,2)</td>
<td>(18,16,13,1,8,13,12,24,22)</td>
<td>(12,15,11,2,2,11,26,34,41)</td>
<td>(46,31,52,3,1,21,34,32,44,42,22,4,7,23,66,14,71,12)</td>
<td>(41,33,38,5,1,29,52,53,1,12)</td>
<td>7654</td>
<td>0</td>
<td>475</td>
</tr>
<tr>
<td>7</td>
<td>9</td>
<td>(2,1,3,4,2,2,3,2,1)</td>
<td>(98,42,75,3,2,69,43,55,87,38)</td>
<td>(21,11,14,2,5,23,24,31,22,32)</td>
<td>(43,32,17,3,3,28,21,31,42,39)</td>
<td>(322,243,4,23,142,93,265,112,21,3,87)</td>
<td>6842</td>
<td>3</td>
<td>2897</td>
</tr>
</tbody>
</table>

\[ W_{\text{max}} \quad W_{\text{min}} \quad c_1 \quad c_2 \quad v_0 \]

| 0.5 | 0.1 | 2 | 2 | 0.02 |
Table 11. Input parameters of the proposed SA algorithm

<table>
<thead>
<tr>
<th>$\Phi$</th>
<th>$T_0$</th>
<th>$T_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.95</td>
<td>100</td>
<td>0.001</td>
</tr>
</tbody>
</table>

The seven instances were solved by the three mentioned methods and the results are summarized in Table 12.

As shown in Table 12, it is not proper to investigate all the points in the feasible space to find the optimal point. Desiring more availability results in a larger feasible space. It is seen that the first example with three subsystems takes 2.33 hours for 92% availability, whereas the second example with four subsystems takes 24.681 hours only for 66% availability. It is also seen that for five subsystems with only 4% availability, it has taken 6.45 hours and so on. Therefore an efficient straightforward heuristic algorithm can speed up the process. The elapsed times for PSO and SA algorithms presented in Table 12 shows that the two heuristic algorithms need much shorter time in comparison with the exact optimal solution approach. For instance, for the first instance, the three subsystems, the elapsed time for the exact optimal solution is 2.33 hr, while the PSO algorithm needs 0.0058 hr and the SA algorithm needs 0.0023 hr.

As mentioned earlier, availability function is the main measure to compare PSO and SA algorithms with the exact optimal solution, but the elapsed times show the efficiency of the heuristic algorithms. The elapsed times for the two heuristic algorithms are so close to each other, but in comparison with the results obtained by the proposed exact method.

It is quite clear from Table 12 that the maximum availability of the system corresponding to all problems is so close to the exact optimal solution.

Fitness convergences of the proposed PSO and SA algorithm for all problems are illustrated in Fig. 7. It is clear that the proposed PSO instances and SA instances strongly converged to their optimal solutions.

The statistical results of 100 runs for seven instances are presented in Table 13. Fig. 8 and Fig. 9 respectively denote the difference between the average availability and standard deviation of availabilities of PSO and SA algorithms. We can interpret Fig. 8 from two viewpoints.

Table 12. Results

<table>
<thead>
<tr>
<th>J</th>
<th>Exact Optimal Solution</th>
<th>PSO Solution</th>
<th>SA Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>($n_1$, $n_2$, ..., $r_1$, $r_2$, ...)</td>
<td>($n_1$, $n_2$, ..., $r_1$, $r_2$, ...)</td>
<td>($n_1$, $n_2$, ..., $r_1$, $r_2$, ...)</td>
</tr>
<tr>
<td></td>
<td>Availability</td>
<td>Elapsed Time</td>
<td>Availability</td>
</tr>
<tr>
<td>1</td>
<td>(2.6,9,1,1,6,8)</td>
<td>0.9234</td>
<td>2.33 hr</td>
</tr>
</tbody>
</table>
The first consideration is the closeness of the proposed PSO results to the exact optimal solutions, and another view is the lower differences of the PSO results with the exact optimal solution in contrast to the SA results with the exact optimal solutions. In terms of small standard deviations presented in table 13 and the so trivial standard deviation of results of PSO as compared to SA, the proposed PSO algorithm is sufficiently efficient.

Table 13. Statistical results of 100 runs for PSO and SA algorithms

<table>
<thead>
<tr>
<th>Problem instance</th>
<th>Heuristic method</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>PSO</td>
<td>0.923473232</td>
<td>0.923379913</td>
<td>0.923404471</td>
<td>0.000045</td>
</tr>
<tr>
<td></td>
<td>SA</td>
<td>0.915524481</td>
<td>0.856265432</td>
<td>0.896693436</td>
<td>0.021628</td>
</tr>
<tr>
<td>2</td>
<td>PSO</td>
<td>0.657091464</td>
<td>0.656884645</td>
<td>0.657700453</td>
<td>0.000102</td>
</tr>
<tr>
<td></td>
<td>SA</td>
<td>0.591386928</td>
<td>0.549785457</td>
<td>0.582157771</td>
<td>0.013435</td>
</tr>
<tr>
<td>3</td>
<td>PSO</td>
<td>0.048307605</td>
<td>0.039235201</td>
<td>0.045872123</td>
<td>0.003152</td>
</tr>
<tr>
<td></td>
<td>SA</td>
<td>0.037886510</td>
<td>0.026544502</td>
<td>0.028227788</td>
<td>0.003839</td>
</tr>
<tr>
<td>4</td>
<td>PSO</td>
<td>0.018721927</td>
<td>0.015454514</td>
<td>0.018357371</td>
<td>0.000022</td>
</tr>
<tr>
<td></td>
<td>SA</td>
<td>0.014000875</td>
<td>0.009765326</td>
<td>0.010716106</td>
<td>0.000013</td>
</tr>
<tr>
<td>5</td>
<td>PSO</td>
<td>0.000324939</td>
<td>0.000284686</td>
<td>0.000299213</td>
<td>0.000049</td>
</tr>
<tr>
<td></td>
<td>SA</td>
<td>0.000272210</td>
<td>0.000114856</td>
<td>0.000191981</td>
<td>0.000023</td>
</tr>
<tr>
<td>6</td>
<td>PSO</td>
<td>0.000228049</td>
<td>0.000074236</td>
<td>0.000092356</td>
<td>0.000022</td>
</tr>
<tr>
<td></td>
<td>SA</td>
<td>0.000164702</td>
<td>0.000074236</td>
<td>0.000092356</td>
<td>0.000022</td>
</tr>
</tbody>
</table>
Figure 7. Fitness convergence of the proposed PSO and SA algorithms

Considering the presented results we demonstrated the effectiveness of our heuristic algorithms we also realized the efficiency of the PSO algorithm as compared to a SA algorithm by the differences between their availability functions. Finally, the convergence of the heuristic algorithms and the trivial deviation of availability in 100 runs showed the efficiency of the PSO algorithm compared to the SA algorithm.
Figure 8: Average availability of 100 runs for PSO and SA algorithms
9. Conclusion and future research

Availability optimization of a system structure consisting of a series with multiple k-out-of-n subsystems were investigated. The main contribution of our work was to consider the number of repairmen as a variable. The structure was modeled and seven various instances were solved. Results indicated two main points: the first one is that point-by-point base method is not appropriate, when we can use a heuristic method quite effectively. Two well-known heuristic algorithms, i.e., PSO and SA algorithms were used to solve the problems and it was shown that PSO is more efficient than SA for our problems.

Because of different applications of this structure with different numbers of subsystems, the proposed PSO was illustrated to be efficient. The convergence of the proposed algorithm and the numerical results of 100 independent runs have been shown on seven instances. The results showed small standard deviations. Some assumptions of the problem could be relaxed. The assumption of all components in being active can be replaced by other states; cold-standby or warm-standby. Two-state problem was considered in our work, multi-state problem can be considered for future investigation. The problem can be solved by other heuristic and meta-heuristic methods and compared with our proposed algorithms. Also, our proposed approach can be used to solve problems with other distributions such as Weibull distribution or Gamma distribution.
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