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Optimal Stochastic Control in Continuous Time with
Wiener Processes: General Results and Applications to
Optimal Wildlife Management
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We present a stochastic optimal control approach to wildlife management. The objective value is
the present value of hunting and meat, reduced by the present value of the costs of plant damages
and traffic accidents caused by the wildlife population. First, general optimal control functions and
value functions are derived. Then, numerically specified optimal control functions and value
functions of relevance to moose management in Sweden are calculated and presented.
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1. Introduction

We start with a briefing on problem relevant parts of general stochastic optimal control theory,
continue with the derivation of general function solutions to the optimal wildlife management
problem, and end up with specific derivations and results of relevance to optimal moose management
in Sweden.

2. The General Stochastic Optimal Control Problem

The general optimal stochastic control methodology in continuous time is briefly presented here.
Related introductions with more details are found in Sethi and Thompson [5], Malliaris and Brock
[4] and Winston [6]. Lohmander [1] presented connected methods in discrete time. We maximize the
objective function,

E[]F(Xt,ut,t)dHS(Xt,T)} 1)

where X; is the state variable and U, is the closed loop control variable. Time is represented by t and
T is the time horizon. F(.) is the instantaneous profit rate and S(.) is the salvage value. E[.] denotes
expected value. z; is a standard Wiener process.

dX, = f (XU, 1)dt+G(X,.U,,0)dz,, X, =X, @)

' Optimal Solutions in cooperation with Linnaeus University, Umea, Sweden, Email: peter@lohmander.com.
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According to the Bellman principle of optimality, we may determine the value function V (x, t) as
the maximum of the sum of the net reward during the first short time interval, F(.)dt, and the value

function directly after that time interval:

V(x,t) = max E[F(x,u,t)dt +V (x+dX,,t+dt)].

A Taylor approximation gives

V,, (dX,)’ 2
V(x+dX,,t+dt) =V (x,t)+V,dX, +V,dt + w (AX) +Vn(‘2jt)

In the Taylor approximation, we need
(dX, )" = £2(dt)" +2fG(dt)(dz,) +G*(dz,)?

and
dX,dt = f (dt)* + G(dt)(dz,) .
Stochastic calculus tells us
(dt)* =0, (dt)(dz,) =0, (dz,)* =dt.
Hence, we get
(dX,)" =G,
and
dX,dt=0.

Furthermore, E(dz;) = 0. As a result, we get

2

V(x+dX,,t+dt) =V (x,t)+V, fdt +V,dt +\%dt +0(.).

Hence, the value function is approximately given by
v, G*
V =max E| Fdt+V +V, fdt +V,dt +%dt +o() |,

which leads to

+V, (dX,)(dt) +o()

©)

(4)

(5)

(6)

(7)

(8)

(9)

(10)

(11)
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2
ozmaxEHF +vxf+vt+\%+%jdt} (12)

With dt — 0, we have % — 0, and thus

2
O:maxE[F+VXf+Vt+\%}. (13)

Since V; is not a function of u, we obtain the ”Hamilton-Jacobi-Bellman equation” as follows:

2
-V, =max E[F +V, f +VXXZG } (14)

with the boundary condition

V(x,T)=S(x,T). (15)

3. The Particular Stochastic Optimization Problem

We want to maximize the expected present value of wildlife management. We need the following
notations: u = u(t) is the control variable, the level of hunting at time t, x = x(t) is the size of the
wildlife population, (k,p, ) are objective function parameters. The net revenue of the hunting and
meat values, ku — pu?, is a strictly concave function of the hunting level, fx, which is proportional
to the population level, x, is the cost of destroyed forest plantations and cost of traffic accidents caused
by the wildlife population. The population growth increases with the size of the population and
decreases with the hunting level. The magnitude of the stochastic population changes depend on the
standard Wiener process, z, the size of the population, and the risk parameter s. With r as the rate of
interest in the capital market, we then have the following problem:

max E[J‘ert (ku - pu’® — fx)dt]
0

(16)
st. dx=(gx—u)dt+sxdz
k>0,p>0,f >0,5s>0.
The net profit at a particular point in time is
R(U, X) = (ku — pu® — fx). (17)

The ”Hamilton-Jacobi-Bellman equation” becomes
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+J, (x, D) (gx(t) —u(t)).
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(18)

Now, the problem is to determine the value function and the control function so that the Hamilton-
Jacobi-Bellman equation (HJBE) is satisfied. Let us assume that the value function can be expressed

as follows:

V (X) = a+bx+cx?,
J(x(t),t) =e "V (x) =e " (a+bx +cx?).

Then, by differentiation, we get

J (x(t),t) =e " (b + 2cx),
3, (X0, = " (20),
J.(X(t),t) =—re " (a+bx+cx?).

As a result, we can rewrite HIBE as follows:

s°xV,_(X)
2

rv(x) =R(u, x) + +V, (X)(gx—u),

r(a+bx+cx*) =(ku— pu® - fx) +%52x220+ (b +2cx)(gx —u).

We need to optimize the control, u:
2 1 2,2
max Z(u) = (ku — pu” — fx)+§s x“2¢c+ (b +2cx)(gx —u).
The first order and second order maximal conditions are

m:k—2pu—b—20x:0,
du

d2Z ()
du?

=-2p<0.

The derived value of u is a unique maximum, u*, which is obtained to be

[dZ(u) :o):[hu*: k—b—Zcx),
du 2p

Z"=ZUu)=(ku - pu)’-1fx) +%szx220 +(b+2cx)(gx—u’),

(19)
(20)

(21)
(22)
(23)

(24)

(25)

(26)

(27)

(28)

(29)

(30)
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Z =(k—b—2cx)u” — p(u’)* - fx +%SZX2 2¢ +bgx + 2cgx’. (31)
Using the optimal values of the control, via the optimized control function, we get

2
Z" =(k—b—2cx) k=b—2x -p k=b-2ex —fx+£szx220+ng+209x2. (32)
2p 2p 2

The HIBE can now be written as

rvV(x)=R(@U", X) +

—szxz\éxx(x) +V, (X)(gx—Uu") (33)

r(a+bx+cx?)=(ku" — pu”)? - fx)+ % s?x?2¢+ (b +2cx)(gx—u’) (34)

2
r(a+bX+CX2)=(k_b_2CX)[Mj_ p[ﬂj —fx
2p 2p

(35)
+152x2 2¢ +bgx + 2cgx’
2
ra+ rbx+rex? :Zi(k—b—2cx)2 —4i(k—b—2cx)2 —~ fx+%szx22c+ng+ 2cgx* (36)
P P
ra-+ rbx+rex” = 4i(k —b—2cx)” - fx +%szx2 2c +bgx + 2cgx* (37)
P

ra -+ rbx+rex® = i(k2 +b% +4c?x* — 2bk — 4ckx + 4bex) — fx+lszx22c+ng
4p 2 (38)

+2cgx?
ra-+ rbx+rex® = 4i (k? +b* — 2bk — 4ckx + 4bex + 4¢x?) — fx +csX? +bgx +2cgx®  (39)
p

k*+b*—2bk c(b-k) c?
+ X+—

x> — fx+cs®x® +bgx + 2cgx’. (40)
4p p p

ra+rbx+rcx® =

Now, we have obtained a quadratic function, that always has to be zero. If the function is notzero,
then the HIBE is violated. Since the function must hold for all possible values of x, the size of the
population, it is clear that we have three equations that can be used to determine the parameters
(a,b,c):

2 2 2
Oz(lm;—_m—ra]+[w+bg—rb— fjx+(c—+csz+2cg—rcjx2. (41)
P p Y

First, the parameter C is determined by solving
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2
{0=(C_+csz+2cg—chx2,x;tO}, (42)
P
Which leads to
2

C—+csz+209—rc:0:> E+52+29—r:0: c=p(r-2g-s?).

Next, the parameter b is determined as follows:

{O:[C(b;khbg—rb— fjx ,x¢0}:>

C(b_k)+bg—rb—f =0= (£+g—rjb—%— f=0=
p p p (43)
ck
—+ f
b:p—j :M,
£+g_r C+p(g_r)
p

and thus, by substituting for ¢, we get

p(r—2g —s?)k + pf b (r-2g-s’)k+f

Cp(r-2g9-s’)+p(g-r)  (r-2g-s’)+(g-r) "
b:(r 29 sZk+f:>b:k(2g r+§) f.
-g-s g+s
Finally, the parameter a is determined:
k® +b? — 2bk k®+b? —2bk
0= BT —-ra :>—4p -ra=0=
P (@5)

_ 2
k? +b? — 2bk = 4pra = (k —b)? =4pra:a=(k4—b).
pr

Now, the expression for b can be used in the expression for a to get
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(k_ng—r+55—fj2

018 (k(g+s%)—k(@2g-r+s?)+f)
a= —a= 73 =
4pr 4pr(g+s°) (46)
(f+kg+ksz—2kg+kr—ksz)2 (f-k(g—1))
- 4pr(g+s’)’ T dpr(ges)

Now, we know the parameters of the value function. They are explicit functions of the parameters in
the initially specified optimization problem:

V(X) =a+bx+cx?, (47)
V(x)=(f —k(g—zr)z) +(k(2g—r+§ )~ T jx+ p(r—2g —s?)x°. (48)
4pr(g+s°) g+s

Next, we will determine the optimal control function. We know

U = k—b—2cx 49
\T2p ) (49)

By substituting for b and ¢, we get

2
k_(k(Zg—rJrg )= 1 J—Zp(r—Zg—sz)x
u = g+s 50)
2p

2
k—(ng_Hj )= 1 ]+2p(2g—r+sz)x
g+s

u = =
2p

(k@g—r+sﬁ—fJ

k- 2

u = g+s +(2g-r+s)x |=>
2p

(k@g-r+sﬁ—fj

k — o

u = g+ +(2g-r+s)x=
2p

(51)



http://dx.doi.org/10.29252/iors.8.2.58
http://iors.ir/journal/article-1-541-en.html

[ Downloaded from iors.ir on 2026-01-30 ]

[ DOI: 10.29252/i0rs.8.2.58 ]

Optimal Stochastic Control in Continuous Time with Wiener Processes 65

2 2
U= k(g+s°)—(k(2g—r+s°) - f)+(2g—r+32)x:>

2p(g+s?)
2 _ 2
u*:kg+ks 2kg+k2r ks +f+(29—|’+32)X:>
2p(g+s7)
U*ZM+(29—I’+SZ)X

2p(g+s?)

Now, we know that the optimal control is a linear function of the population level. The intercept and
the slope of this linear control function are explicit functions of the initially specified parameters.

4. The Numerically Specified Case

Let us enter the particular numerical parameters of a real problem. Lohmander [2] estimated
revenue and cost functions and calculated the optimal equilibrium moose population in Sweden,
under deterministic assumptions and no discounting. However, the size of the moose population is
not exactly predictable and the capital market often, but not always, includes strictly positive interest
rates. Random disturbances can have large effects. We may determine the optimal stochastic control
of the moose population in Sweden, based on the new general functions derived here. The figures and
functions presented in Lohmander [2] and [3] can be used to derive the parameters of the stochastic
control problem. Note that the quadratic objective function in the stochastic optimal control problem
here is an approximation of the particular objective function presented in [2] and [3]. Both functions
are strictly concave. The quadratic approximation fits the original function very well within the
selected approximation region. Of course, the derived general equations can also be used for other
animals and in other countries of the world. These parameter values were estimated as g = 1/3,
k = 600,p = 90,f = 90.Letr = 1/30.InFig. 1. and Fig. 2, we can inspect the optimal value
function and the optimal control function.

Fig. 1 shows that the optimal value function is a strictly concave function of the size of the
population. The value is a decreasing function of the stochastic parameter s. The optimal population
density, with respect to the value function, is a decreasing function of s. Note that the optimal
population density, with respect to the value function, is not equal to the optimal population density
in the long run. The value may be high with a rather high (initial) population, since the control
(hunting level) initially can be high, gradually reducing the population to a much lower level. Fig. 2
shows the optimal control, the hunting level, as a function of the size of the population. Note that the
optimal control level is an increasing function of the stochastic parameter s. The intersections of the
alternative control functions and the line representing “expected population growth without hunting”,
show the population levels and the hunting levels where the expected values of the instant population
changes are zero. Observe that, if s increases, these “expected equilibria” intersections obtain lower
population densities and lower hunting levels. Since the first derivatives of the alternative control
functions with respect to x are higher than the first derivatives of “the expected population growth
without hunting”, with respect to x, the “expected equilibria” are dynamically stable.
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Figure 1. The optimal total present value function, V(.) as a function of the population density, x,

and the stochastic parameter s.
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Figure 2. The optimal control, the hunting level, u*, as a function of the population density, x,
and the stochastic parameter s.
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5. Conclusion

We has derived and presented a stochastic optimal control approach to wildlife management. The
objective value was the net present value of hunting and meat, reduced by the present value of the
costs of plant damages and traffic accidents caused by the wildlife population. General optimal
control functions and value functions were derived. Then, numerically specified optimal control
functions and value functions of relevance to moose management in Sweden were calculated.
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