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In this paper bus scheduling problem under the constraints that the total number of buses needed
to perform all trips is known in advance and the energy level of buses is limited, is considered.
Each depot has a different time processing cost. The goal of this problem is to find a minimum
cost feasible schedule for buses. A mathematical formulation of the problem is developed. When
there are two depots, a polynomial time algorithm is developed for the problem and theoretical
results about the complexity and correctness of the algorithm is presented. Also, several examples
are introduced for illustrating validity of the algorithm.
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1. Introduction

Planning transportation network is an important task for managing transportation systems. This
task consists of different steps. Step 1 is related to land use, transportation demand, etc. After
assessing a transportation network and its properties, such as multiple type vehicle size, operating
cost and public transportation demand, the frequency setting for each line of different transportation
modes is investigated in step 2. Also, design of a timetable for servicing the related demand and
frequencies is the aim of step 3. The creation of a timetable that can be implemented and that
satisfies constraints, even optimizing the objective function, is considered in this step.
Transportation scheduling provides powerful approach for the problem of synchronization of
different modes in step 2 and step 3. This synchronization is a way to efficiency integrate different
modes (Guihaire and Hao [7]).

In step 4, assignments of multiple vehicles types to trips are made, and a schedule is created for
each vehicle type. Crew assignment is performed in step 5. In this step, drivers are assigned to
vehicles, with the vehicle scheduling from step 4, and the number of drivers and their work times
are calculated. Given the wvehicles operating schedules, their maintenance and inspection
requirements and the availability of maintenance resources and crews, in step 6, vehicles are
scheduled for maintenance and assigned to limited existing facilities such that each vehicle is
maintained in a timely manner, while the amount of time that the vehicles are pulled out of their
scheduled services for maintenance is minimized (Huimin et al. [10]).

In this paper we focus on step 4, bus scheduling problem, in which the designer seeks a set of
schedules for buses so that each trip is performed exactly once with minimum cost. The problem is
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easy if there is only one depot for buses and different efficient algorithm can be considered in this
case (see e.g. Bertsekas [2] and Freling et al. [5]).

When there are two or more depots for buses, the problem is proved to be NP-hard generally. So,
several researchers applied heuristic algorithms for efficiency solving the problem. The problem is
well studied in the literature. Researchers focus on both heuristic and exact algorithms. See e.g.
Eliiyi et al. [3], Hadjar et al. [9], Kliewer et al. [14], He et al. [8] and Fallah et al. [4] for exact
algorithms and Shui et al. [18], Shafahi and Khani [17], Musavi et al. [15] and Kim and Kim [13]
for heuristic solution. Also, the combination of exact and heuristic algorithms was proposed in
Guedes and Borenstein [6], Wagale et al. [19], Kulkarni et al. [12] and Ibarra-Rojas et al. [11].

In this paper, bus scheduling problem is considered when there are two depots. Each depot has a
different time processing cost. Also a time limitation is considered for each bus. Also the total
number of buses needed to perform all trips is known in advance. A mathematical formulation of
the problem is developed. Also, a polynomial time algorithm based on network flows is introduced
for solving this version of the problem.

The rest of this paper is organized as follows: the bus scheduling problem is defined and is
modeled in Section 2. Section 3 provides a polynomial time algorithm for solving the problem when
there are two depots. The theoretical results of the proposed algorithm are discussed in Section 4.
Section 5 ends the paper with a brief conclusion and future remarks.

2. Bus Scheduling Problem Model

In this section bus scheduling problem is illustrated and a mathematical model is developed. The
proposed model is a modified model of bus scheduling problem studied in the literatures, see e.g.
BertsekasError! Reference source not found. Error! Reference source not found.[2] and Error!
Reference source not found.Guedes and Borenstein [6]. The objective of the problem is to create
efficient schedules for buses to performs all trips. A trip is the transportation of passengers from an
origin station to a destination. A trip should be performed in a certain fixed time. So a trip

i(i efL2,...,N}) has a fixed start time s; and a fixed finish time f, . The start time and finish time of
the trips are predetermined and deterministic and the processing time of the trip is d. = f, —s,. A bus

for performing a distinct trip should be located at start location exactly on the start time of that trip.
Also the time needed to transport from destination location of trip i to the start location of trip | is

t, ;- This time can be considered as a set up time for performing trip J directly after trip i, which
is sequence-dependent. Figure (1) shows an instance of bus scheduling problem with 7 trips.
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Figure 1. An instance of bus scheduling problem with 7 trips.

Assume that there are K depots with B buses
be{l,2,...1, +1.... ...l +1. 0 el e L Fin which {1, +1,...,1, }is the buses of depot K .
The buses in each depot has different cost. Assume C, is the time processing cost of buses in depot
k . Also, due to the fuel constraint, the travel time of each vehicle is limited to T .

Due to the time limitation of each bus and time interval of each trip, some trips cannot be
performed by the same bus. More precisely, if the start time of trip j be less than f; +t; j» trip j
cannot be performed directly after trip i by the same bus. Also if the difference between finish time
of trip ] and start time of trip i is less that T , trips i and | cannot be performed by the same bus

due to the time limitation of the bus. For trip i, the set of trips that cannot be performed with i by
the same bus is denoted by @, and defined as follows:

Q ={{il §; < fi +ti,j}U{j| fj =5 <T}}-

The total number of buses needed for performing all trips is known in advance and is equal to B
. The problem should select B, <l buses of depot 1, B,<l,—kbuses of depot 2, ..., and
Bk <l —lx_sbuses of depot Kso that B=B;+B, +...+ Bk and all trips are performed. For every
depot k a network G, =(Ey, A;)is considered, in which E, contains one node for every trip and
two nodes Ok and d, for depot k ie. E. ={0¢,12,...,N,d,}and

Ac =L, D15 =L NJUL(L A1 ] =10 NJULG ) 121N, =1, N, j Q). The variable x{; is

defined as follows:
& 1 iftripj is performed after trip i by a bus of depot k
“J71 0 otherwise

Now the model of bus scheduling problem can be stated as:

K
ch[ >t fi-s) X
k=1 (i,j)eA ieT (i, ))eA
st.

K

Y =1 VieT,
k=1(i, j)eA,

k

Xo.j = Bk, vk=L..K,
{il(o,.)eA}

xk > x'j‘yi:O, VieT,

j
{il.DeA} {ilGiDeA}
B, +By +..+ Bk =B,

X {013, V@i, j) e A

The objective function minimizes transportation cost, which is stated as total transportation time
between trips and trip times performed by each depot multiplied by depot cost. The first constraint
ensures that each trip should be assigned to exactly one depot. Also the second constraint states that
the number of buses used from depot k should be equal to By . Flow conservation constraint is

stated by third constraint and the forth constraint is insured that the total number of buses should be
equal to B . Finally, binary restriction of variables is stated by the fifth constraint.
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3. Polynomial Time Algorithm Based on Network Flow

In this section we propose a polynomial time algorithm for bus scheduling problem when there
are two depots. So, Assume there are only two depots with cost ¢, and c, such that ¢, >c,. The

algorithm builds a flow network based on each trip start time, finish time and set up time
considering the total number of buses and then obtain a minimum cost flow in this network. Before
describing the algorithm, a fundamental property of a feasible schedule of the problem is stated.

Partition property: n(n< N) of the total N trip can be performed by B,(B; < B)buses if and only if
the remaining (N —n) trip can be proceed by (B—B;) buses.

In the first phase of the algorithm, an acyclic network G =(N, A) is built. The network has one

node for every trip and two nodes s and t for the depot. For every trip we consider one arc from
depot to the trip and one arc from each trip to the depot. Also for two trips i and j, (i, j) is added

to the graph if and only if jQ;. The cost of arc is equal to the transportation time between trips or

between depot and trips. A path in this network represents a sequence of trips that can be performed
by the same bus. Also if any B;(B; <B) node-disjoint paths are removed from the network, in the

remaining network there are exactly (B—B;) node-disjoint paths so that each remaining trip belongs
to exactly one of this paths.

Some important properties of this network is listed in the following:

1- The network G =(N,A) is a directed acyclic network.

2- Each node in this network located in at least one path from s to t.

3- There exit B node-disjoint path so that each trip belongs to exactly one of these paths.
This property is followed from the feasibility of the bus scheduling problem.

4- If any By(B; <B) node-disjoint paths is removed from this network the resulting network
has partition property.

Theorem 3.1. The complexity of building the flow network is O(2N + N?).

Proof. For each trip j,two arcs (s, j)and (j,t) is added to the network. So the complexity of this
step is O(2N) . Also for every two trips i and j the algorithm checks whether jeQ; and adds arc
(i, j) if it is necessary. Obviously o(N?)is the time to check all the trips. Now it is trivial that the
complexity of constructing the network is o(2N +N?).

After constructing the network, the algorithm uses a minimum cost network flow algorithm to
find B, node-disjoint paths with minimum transportation time T';. Then the algorithm removes the

trips that are located on the B, paths and all their incident arcs from network G. In the next step, a
minimum cost network flow algorithm is used to find B; node-disjoint paths with the minimum
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transportation time I', in the resulting network. The flowchart of the algorithm is demonstrated in

Figure (2).

Set h=1

Construct flow network

Convert the flow network G toan
capacitated flow network

Compute a minimum time flow network in G
with flow value equal toB, and total time I',

Remove the trips that are located on the B, node-
disjoint paths and all the incident arcs from the
network .

Compute a minimum time flow network in the
resulting network ¢* with flow value equal to B,
and total time T

Let €' = +Gr, . If ¢ <Cpun then € =Cun

No

Figure 1. The flowchart of bus scheduling algorithm.



http://dx.doi.org/10.29252/iors.9.1.49
http://iors.ir/journal/article-1-615-en.html

[ Downloaded from iors.ir on 2025-10-23 ]

[ DOI: 10.29252/i0rs.9.1.49 ]

54 Niksirat

Also the pseudocode of the algorithm is in the following:

h=1,
while h<B
B,=h, B,=B-h
Construct flow network G =(E, A) .

Convert the flow network G =(E,A) to an capacitated flow network: split
each node jeE-{s,t} into two nodes j'and j". Add arc (j',]")with capacity
equal to one and weight equal to (f;-s;). Set the capacity of all other arcs equal

to 1. Compute a minimum time flow network in G =(E, A) with flow value equal
to B, and total time T',.

Remove the nodes j e E—{s,t} that are located on the B, node-disjoint paths and

all the incident arc from the network G. Set the lower bound of each trip node in
the network equal to 1.

Compute a minimum time flow network in the resulting network G'=(E', A’) with
flow value equal to B, and total time T .

Let C*=CI; +C,I, . If C" <Cpyip then Ci, =C .
h=h+1;
End

Return Cpin

Figure 3. The pseudocode of Bus scheduling algorithm.

Theorem 3.2. The bus scheduling algorithm correctly computes the minimum cost feasible
schedule when there are two depots.

Proof. let T be the minimum total time to performing all trips. If I'; be the total time of buses of
depot 1 and I, be the total time of buses in depot 2, then T=r;+T,. Science
Crin =CiI'1 +C,I'p =CI'+(C, —C)I, and C, -C; >0, C,ip IS minimized if T', is minimized. The
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algorithm obtain the minimum value of T', and then tries to perform the remaining trips by depot 1

by minimum total time. The feasibility of the schedule is trivial from the way of constructing the
flow network. So the algorithm correctly computes the minimum cost.

Theorem 3.3. The complexity of bus scheduling algorithm is
O(B(zN +N?2 +S(|E|,|A|)+S(|E’|,|A'|))), in which s(|g|,|Al) is the complicity of a minimum cost flow

algorithm for network G = (E, A).

Proof. In every iteration of bus scheduling algorithm, according to proposition 1 the algorithm
constructs flow network G =(E,A) in o(zN +N2)then the algorithm computes a minimum time

flow in networks G =(E, A) and G=(E,A) in S(|E|,|A) and s(|E'.|A]). So the complexity of each
iteration is O(ZN +N2+S(|E|,|A|)+S(|E’|,|A'|)). Nothing that the algorithm has B-1 iterations the

complexity of the algorithm is O(B(ZN+N2+S(|E|,|A|)+S(|E'|,|A’|))). If we use cost scaling

algorithm, demonstrated by Ahuja et al. [1], for computing minimum time flow the complexity of
the  algorithm s O(B(ZN +N2+|E|2|A|Iog(|E|r*)+|E’|2|A’|Iog(|E’|r**))), in  which

T = min{t; ; | (i, j) € A} and T = min{t; ; | (i, j) € A}. In this case, bus scheduling algorithm can solve
the problem in polynomial time.

4. Numerical Experimentation

In this section, three examples are proposed to illustrate the main concepts and results of the
proposed algorithm.

Example 4.1. In this section we consider a simple example with two depots and 7 trips and solve it
by the bus scheduling algorithm to show the correctness of the proposed method. The data about the
trips is presented in table (1). Also the transportation time between trips and between trips and
depots is given in Table (2). Assume B=3, C; =9and C, =2. In the iteration of the algorithm which
B,=2 and B, =1, the algorithm first builds a flow network depicted in Figure (4). The flow
network is converted to a capacitated network depicted in Figure (5).

Table 1: data of trips for example 4.1.

Trips Start time Finish time
1 5 6
2 14 20
3 30 37
4 31 38
5 63 69
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Table 2: Data on transportation time for example 4.1.
Trips Depots
1 2 3 4 5 6 7 1 2
1 - 5 21 20 57 36 - 70 40
2 5 - 9 11 38 - 53 60 75
3 21 9 - 10 - 10 - 45 20
Trips | 4 20 11 10 - 26 9 34 30 60
5 57 38 - 26 - 70 6 40 50
6 36 - 10 9 10 - 24 90 30
7 - 53 - 34 6 24 - 55 55
1 5 13 29 30 60 40 70 - -
Depots
2 4 14 25 30 45 48 75 - -

Figure 5. The converted capacitated network.
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The minimum cost network flow algorithm is used to construct a flow of value 3 in the
capacitated network. The result of this algorithm is as follows:
s>1->4->t

s—>2->t

The algorithm removes trips 1, 2 and 4 and all their incident arcs from the network. the resulting
network is shown in Figure (6).

Figure 6. The resulting network by removing trips 1, 2 and 4.

The result of minimum cost flow algorithm in the network of figure (6) is:
s »3—>6—->5-—>7—t.Also the cost of this iteration is 1534. The minimum cost of the algorithm
is 947 which is obtained for the values B; =1 and B, =2. This problem is modeled as an integer
programming in AMPL software and solved with this software. The results of AMPL software are
as the same as the proposed method.

Example 4.2. In this example, a real network, the COST 239 European Optical Network is
considered (Niksirat et al. Error! Reference source not found.[16]). The network is shown in
Figure (7). Also the data is presented in Table (3) and Table (4).

COPENHAGEN

A
S WA\

N OT=R

Figure 7. Network of example 4.2.
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Table 3. Data on transportation time for of example 4.3.
Trips Depots
4 5 6 7 8 9 11 1 2
- - 490 - - 190 - 20 50
- 150 - - - - - 40 50
270 330 - - - - - 45 60
- 250 190 - - - 290 | 20 25
- - 230 - - - - 30 60
- - - - - - - 45 65
- - 300 - 250 - 260 | 40 60
8 - - 270 240 - - - - - - - 35 40
9 - 180 - - - - 320 250 - - - 35 45
0 - - - - - - 250 - 150 - 410 | 25 70
1 - - - - - 190 - - - - - 15 20
1 12 13 25 25 25 30 50 30 20 25 30 - -
Depots
2 15 20 25 30 35 40 60 40 45 40 45 - -

[ Downloaded from iors.ir on 2025-10-23 ]
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Table 4. Data of trips for example 4.3.

Trips Trip time

1 150
280
280
340
230
220
190
350
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310

e =
= o

310



http://dx.doi.org/10.29252/iors.9.1.49
http://iors.ir/journal/article-1-615-en.html

[ Downloaded from iors.ir on 2025-10-23 ]

[ DOI: 10.29252/i0rs.9.1.49 ]

60 Niksirat

We use the proposed algorithm and AMPL software for this real network. The results of
AMPL and the proposed method is the same and the optimal solution is equal to 15720. Also the
optimal schedules for each depot are given in the following:

For depot 1:

s—>1-ot.
For depot 2:

s>8-5>4-56-t
$s>1059->2->5->t
s—>3-t
S>7->1l-t.

5. Conclusion

In this paper bus scheduling problem in transportation networks is investigated. We
consider the case that there are two depots which every depot has a different cost. Time
limitation constraint is considered for buses and the total number of buses is predetermined.
The problem is defined and a mathematical integer programming model is developed. Then
a polynomial time algorithm for the problem is proposed. The approach of the algorithm is
to decompose the problem into two minimum cost network flow problem. Theatrical results
of the correctness and complexity of the algorithm is presented. For illustrating the
algorithm two numerical examples are introduced. In the future works, the authors are
interested to investigate the problem with more than two depots. Also the bus scheduling
problem in multimodal transportation network is interesting.
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