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This paper considers the optimization problem of scheduling jobs with identical sizes on a single batch 

processing machine. The jobs are divided into some incompatible families where each family contains the jobs 

with the same processing times and the jobs from different families could  not proceed in the same batch. Our 

optimization problem has two objectives. The first objective is minimizing the weighted number of tardy jobs 

regarding the due dates of jobs given by customers. The second one aims to minimize operations costs by finding 

the schedules with the minimum electrical cost consummation under the Time-of-Use tariff policy. A two-

objective mixed integer programming mathematical programming is proposed to find optimal solutions for 

small-size instances of the problem. To solve the medium and large-scale size of the problem, two meta-heuristic 

algorithms NSGA-II and MOPSO are proposed. The Computational experiments results show that two solution 

algorithms are capable to find near-optimal solutions at a reasonable computational time. The MOPSO 

algorithm generate more diverse solutions in less computational time comparing with NSGA II algorithm. But 

the quality of the solutions obtained by NSGA II algorithm are superior to the ones obtained by MOPSO.  
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1. Introduction 

    In recent years, job shop scheduling problem with energy considerations has been the focus of 

many researchers [1-2]. A high percentage of the world's energy is consumed in the manufacturing 

and production industries and the growing trend of energy prices has made it important to meet the 
economic needs of the society with energy considerations [3- 6] see also [46] and [47]. On the other 

hand, management tools such as production planning, whose implementation does not require new 

investment, have always been the first priority of managers to use in order to achieve goals [7-10]. 

One of the successful management strategies to save electricity consumption is the pricing policy 

based on the time of electricity consumption, which is called Time-of-Use policy, TOU for short [11]. 

    Batch processing machines are found in many manufacturing environments [48]. Aircraft 
manufacturing industries [12], shoe manufacturing industries [13], automobile gearbox 

manufacturing [14], health systems [15] and also in chemical industries [16]. Other applications in 

the furniture, pharmaceutical, casting, metal, aerospace and air logistics industries are mentioned in 
reference [17]. But the most important application is in semiconductor manufacturing industries. 
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Semiconductor industries produce integrated circuits from raw wafers and very thin discs from silicon 

or gallium arsenide raw materials and are known as the industry with the most complex production 
process in the world [18]. The main characteristic of these industries is the large number of production 

steps, multiple returns of the product to the previous steps, the large number of breakdowns and the 

simultaneous presence of normal production machines and batch processing in the production line. 

Batch processing machines are used in the diffusion and oxidation sections as well as the last stage 

of production, which is the final product test. 

    In job shop environments with batch processing machines, the jobs must be placed in a batch for 
processing. Each batch has a limited capacity depending on the capacity of the machine. The capacity 

of the machine is equal to the total size of the jobs that the machine is capable to processing 

simultaneously. If the size of the jobs is the same, the capacity is defined based on the maximum 
number jobs in a batch. The processing time of each batch can be fixed or depends on the jobs inside 

it. A family of jobs consists of several jobs that have the same processing time. Sometimes, due to 

technical limitations, it is not possible to put jobs belonging to different families together in one batch, 

called incompatible job families. In this article, we consider a job shop environment with a single 
batch processing machine with a limited capacity and incompatible families of jobs with the identical 

job sizes. 

    One of our objectives for determining the optimal schedule is the energy consumption of the batch 

processing machine. Most of the time, batch processing machines have high energy consumption. In 

some applications of batch processing machines, electricity consumption constitutes 10 to 50 percent 
of the final production costs [19]. A clear example of this high consumption can be found in the 

aluminum industry [20-21]. In these industries, many thermal furnaces are used, which are modeled 

as batch processing machines. 

    Another considered objective is minimization the total weighted number of tardy jobs. It is assumed 

that the importance (weight) of each job and its due date are given in advance. Minimizing the number 

of tardy jobs is one of the important criteria of scheduling theory. If we have n jobs and only one 
processing machine with the capacity of one job (classical scheduling problem), then the optimal 

schedule of the jobs is obtained by the Moore-Johnson algorithm in polynomial time [22]. But if each 

job has a different weight, the problem of minimizing the total weighted number of tardy jobs 
becomes NP-hard [23]. Jolai [24] showed that the problem of minimizing the number of tardy jobs 

on a batch processing machine with limited capacity and incompatible jobs families is also an NP-

hard problem. Therefore, the problem investigated in this article, which considers the objective of 

minimization of electrical energy consumption along with minimization of the total weighted number 

of tardy jobs, is a difficult problem. 

    According to the authors' knowledge, this issue has not been investigated so far. The main 

contributions of our study are: 

• The problem of minimizing the weighted number of tardy jobs on a single batch processing 

machine with energy consumption consideration is studied for the first time. 

• The problem is modeled as s mufti-objective mixed integer mathematical programming 

model. 

• Two multi-objective metaheuristic algorithms are adopted for solving the considered 
problem. 

. 

    In the second section of this paper, the relevant researches have been reviewed. The third section 
presents the mathematical model of the considered problem. In the fourth section, the developed 
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solution methods are described. The fifth section shows the results of numerical experiments. In the 

sixth section managerial insights are provided, In the section seven the research results are discussed 

and future research fields are suggested. 

 

2. Literature review 

    Recently, a comprehensive review article has been published for batch processing machine 

scheduling problems under certainty conditions [25]. Our study shows that in all previous researches 
on batch processing machine scheduling problems with energy consideration a TOU policy is 

implied. Also, most of the conducted researches have considered the minimization of the completion 

time of all jobs (makespan) as the evaluation criteria of the schedule. The summary of research related 
to makespan criterion is presented in Table 1. As can be seen, a large number of researchers have 

considered only one batch processing machine in the assumptions of the problem [26-33]. Among 

these researches, references [31] and [32] have assumed the variable machine speed where the amount 
of electricity consumption will differ with the machine speed. Also, reference [33] is the only single 

machine problem that does not take the same arrival time of jobs. In these three articles [31-33], the 

job sizes are non-identical. 

    Due to the many applications of production environments with parallel machines in the real world, 

the extension of single batch processing machine models to identical parallel batch processing 

machines has been considered [34-37]. Authors of [34] have considered a number of parallel batch 
processing machines with different speeds and the same size of jobs. Reference [35] considers 

unequal size jobs with unequal arrival time, [36] takes into account the jobs with different sizes but 

machines with different speeds. And finally [37] has investigated a problem with similar assumptions 
as [36] but presents different heuristic solution methods.  There are only two studies with 

incompatible families of jobs, both of which have an objective function other than makespan. The 

first one is [38], which considers a batch processing machines problem with incompatible jobs 

families and the criteria of energy cost minimization under the TOU policy and minimization of the 
total weighted sum of jobs completion time. The planning horizon is broken into several equal periods 

of time and the processing of a batch can continue in several periods. The electricity tariff is different 

in each period. Identical parallel machines, jobs with different sizes, different arrival times of jobs 
are other assumptions of that article. For this problem, a mathematical model has been presented and 

optimal properties have been proven for special cases of same-size jobs, jobs with zero arrival time, 

and a special case where the maximum batch size is an integer multiple of the job size. These 

properties have been used to improve the basic mathematical model. The same authors study the 
criterion of minimizing the total tardiness in [39]. They are the first researchers who have studied a 

due date related criterion together with the criterion of energy consumption in the environment of 

batch processing machines.  

    Among the most recent relevant researches to scheduling problem with energy consideration we 

could mention: [43] study TOU policy in flow shop environment, [44] provide metaheuristic solution 
for energy-efficient scheduling of a two-stage flexible printed circuit board and [45] develop a multi-

objective scheduling model for a flexible manufacturing system to reduce peak load using an energy 

storage system 

    The assumptions of our research are close to [39], with the main difference that we consider the 

minimization of the weighted number of tardy jobs along with the minimization of the cost of 

electricity consumption. Also, the development of new solution methods to solve the problem has 

been done here.  
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Table 1: BPM scheduling problem with makespan criteria and energy consumption consideration 
Authors Year of 

publish 
Number of 
machines 

Speed of 
machine 

Size of 
jobs 

Non zero 
Ready time 

Of jobs 
one parallel Fix Variable identical Non identical 

Cheng et al 2014 *   *  *  

Cheng Et al 2016 *   *  *  

Wu Et al 2019 *   *  *  

Cheng, Et al 2017 *   *  *  

Cheng Et al 2016 *   *  *  

Wang, Et al 2016 *  *  *   

Zhang, Et al 2017 *  *  *   

Zhou  et al 2020 * * *   *  

Zhou Et al 2018  *  *  * * 

Jia Et al 2017  * *   * * 

Jia Et al 2019  * *   * * 

 Qian Et al 2020  * *   * * 

 

 

3.  Description of the problem and its mathematical model 

    In this research, we study the problem of minimizing the total weighted of the number of tardy jobs 
on a batch processing machine with incompatible jobs families with energy considerations. The 

assumptions of the problem are: 

1- We have a batch processing machine that is able to process a number of jobs simultaneously. 

2- The capacity of the machine is limited. 

3- n jobs with given processing time and due dates are present in the job shop at zero time. Jobs are 

divided into f incompatible job families. Jobs of each family have the same processing time. 

4- The size of the jobs is identical. 

5- The jobs inside a batch are of the same type of job family, and the processing time of the batch is 

equal to the processing time of the job family it contains. 

6- It is not allowed to interrupt the process of a batch. 

7- The planning horizon is broken into a number of identical time periods. 

8- The cost of electricity consumption in each period is the average rate of electricity cost in that 

period. Minimizing the cost of electricity consumption during the planning horizon is one of the 

considered objectives. 

9- In order to satisfy customers, minimizing the total weighted number of tardy jobs is considered as 

another objective. 
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    The decision variables include the optimal number of batches of each family of jobs, the sequence 

of processing of the batches on the machine, and the determination of the start and end of processing 

of each batch so that a compromise between the two objective functions is made. 

 

3.1.  Mathematical model 

    To explain the mathematical model, we need to define the indices, parameters and decision 

variables as follows. 

Index 

𝑗 Indices of set of all jobs j=1,2,…n 

𝑠 Indices of set of families s=1,2,3,…f 

𝑘 Indices of set of batches k=1,2,…n 

𝑡 Indices of time period t=1,2,3…T 

𝜁(𝑠) Set of jobs belong to family s  

𝑠(𝑗) The family of job j  

 

Parameters 

𝑑𝑗 Due date of job j  

𝑝𝑠 Processing time of jobs belong to family s  

𝐸𝑐𝑡 Cost of a unit energy in time period t  

𝐸𝑠 Energy consuming for processing a job of family j  

𝑊𝑗 Weight of job j  

𝐵 Capacity of batch processing machine  

𝑀 A big number  

 

Decision variables 

𝑇𝑠𝑘
𝑡  =1  if the processing of batch k is started at period t, otherwise is zero 

𝑈𝑗 =1 if the job j is tardy, otherwise is zero 

𝑢𝑘
𝑗
 =1 if job j is assigned to batch k, otherwise is zero 

𝑣𝑘
𝑠  =1 if batch k contains the jobs of family s, otherwise is zero 

𝑥𝑠𝑘𝑡  is defined for linearization of the model, where we have a multiplication of 𝑇𝑠𝑘
𝑡 𝑎𝑛𝑑 𝑣𝑘

𝑠 

 

Now, we could present our mathematical model as below. 

(1) 
 

𝑍1 = ∑ 𝑊𝑗 . 𝑈𝑗

𝑛

𝑗=1
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(2) 

 

𝑍2 = ∑ ∑ ∑ 𝐸𝑠 . 𝑥𝑠𝑘𝑡 ∑ 𝐸𝑐𝑡′

𝑡+𝑃𝑠−1

𝑡′=𝑡

𝑇

𝑡=1

𝑛

𝑘=1

𝑓

𝑠=1

 

  𝑆𝑇: 

(3) ∀ 𝑗 = 1,2, … , 𝑛 ∑ 𝑢𝑘
𝑗

𝑛

𝑘=1

= 1 

(4) ∀ 𝑘 = 1,2, … , 𝑛,    𝑠 = 1,2, … , 𝑓 ∑ 𝑢𝑘
𝑗

𝑓

𝑗∈𝜁(𝑠)

≤ 𝐵. 𝑣𝑘
𝑠  

(5) ∀ 𝑘 = 1,2, … , 𝑛 ∑ 𝑣𝑘
𝑠

𝑓

𝑠=1

≤ 1 

(6) ∀ 𝑘 = 1,2, … , 𝑛 ∑ 𝑇𝑠𝑘
𝑡

𝑇

𝑡=1

= ∑ 𝑣𝑘
𝑠

𝑓

𝑠=1

 

(7) ∀ 𝑘 = 1,2, … , 𝑛 − 1 ∑ 𝑡. 𝑇𝑠𝑘
𝑡

𝑇

𝑡=1

+ ∑ 𝑝𝑠. 𝑣𝑘
𝑠

𝑓

𝑠=1

≤ ∑ 𝑡. 𝑇𝑠𝑘+1
𝑡

𝑇

𝑡=1

 

(8) ∀ 𝑗 = 1,2, … , 𝑛,    𝑘 = 1,2, … , 𝑛 ∑ 𝑡. 𝑇𝑠𝑘
𝑡

𝑇

𝑡=1

≤ (𝑑𝑗 − 𝑝𝑠(𝑗)) + 𝑀. (1 + 𝑈𝑗 − 𝑢𝑘
𝑗
) 

(9) ∀ 𝑘 = 1,2, … , 𝑛,     𝑡 = 1,2, … , 𝑇 𝑡. 𝑇𝑠𝑘
𝑡 + ∑ 𝑝𝑠. 𝑣𝑘

𝑠

𝑓

𝑠=1

≤ 𝑇 

(10) 
∀ 𝑘 = 1,2, … , 𝑛,     𝑠 = 1,2, … , 𝑓, 

𝑡 = 1,2, … , 𝑇 
𝑥𝑠𝑘𝑡 ≤ 𝑇𝑠𝑘

𝑡  

(11) 
∀ 𝑘 = 1,2, … , 𝑛,     𝑠 = 1,2, … , 𝑓, 

𝑡 = 1,2, … , 𝑇 
𝑥𝑠𝑘𝑡 ≤ 𝑣𝑘

𝑠  

(12) 
∀ 𝑘 = 1,2, … , 𝑛,     𝑠 = 1,2, … , 𝑓, 

𝑡 = 1,2, … , 𝑇 𝑥𝑠𝑘𝑡 ≥ 𝑇𝑠𝑘
𝑡 + 𝑣𝑘

𝑠 − 1 

(13)  
∀ 𝑗 = 1,2, … , 𝑛,    𝑘 = 1,2, … , 𝑛, 

𝑠 = 1,2, … , 𝑓,    𝑡 = 1,2, … , 𝑇 
𝑇𝑠𝑘

𝑡 , 𝑈𝑗 , 𝑢𝑘
𝑗

, 𝑣𝑘
𝑠 , 𝑥𝑠𝑘𝑡   ∈ {0,1} 

 

    In equation (1), as the first objective function of the model, the sum of the weighted number of 

tardy jobs is minimized, in equation (2), as the second objective function of the model, the cost of 

energy consuming is minimized. Constraint (3) guarantees that each job is assigned to exactly one 

batch. Inequality (4) is the capacity constraint and guarantees that each batch contains at most B jobs. 

On the other hand, both constraints (4) and (5) simultaneously guarantee that jobs inside a batch 
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belong to the same family. Constraint (6) guarantees that if a batch is formed from a family, then a 

specific time must be allocated to start the completion of the jobs in that batch. Constraint (7) shows 

that the start time of the jobs in the k+1 th batch is at least equal to the start time of the jobs in the k 

th batch plus the time required to complete the jobs in the k th batch. Constraint (8) guarantees that if 

job j is not completed on time, then the decision variable Uj is equal to one. Constraint (9) impose 

that all processing of batches finish at most in period T. Constraints (10-12) are linearization 

constraints and state that 𝑥𝑠𝑘𝑡  is equal to one if and only if both decision variables 𝑇𝑠𝑘
𝑡  and 𝑣𝑘

𝑠  are 

equal to one. At the end, constraint (13) shows the sign constraints. 

    As we will see in the computational experiments section, the above mathematical model is only 

able to solve the small instances of the problem. Therefore, in the next section, two evolutionary 

algorithms are proposed to solve the problem. 

 

4. Proposed meta-heuristic solution algorithms 

    In this section two meta-heuristic algorithms, named MOSPO and NSGA II, are proposed to solve 

the considered problem. Both of these algorithms are among the most effective and practical multi 

objective optimization algorithms that have been used by researchers for years.  

 

4.1.  MOPSO algorithm 

    The MOPSO algorithm is a multi-objective version of the PSO (particle swarm optimization) 

algorithm [41]. In PSO algorithm, each solution vector of the problem is called a particle, and the set 

of particles together form a population. Then in each iteration of the algorithm, it is tried to update 

the solutions based on the results of the previous velocity𝑣𝑘
𝑖 , the best individual experience 

𝑝𝑏𝑒𝑠𝑡𝑘
𝑖 and the best group experience (𝑔𝑏𝑒𝑠𝑡𝑘).  The best individual experience is the best solution 

that a particle has ever experienced, and the best group experience is the best solution that all particles 

have obtained until the last iteration. In the PSO algorithm, two relations (14) and (15) are used to 

update the solution vectors or particles: 

(14) 𝑣𝑘+1
𝑖 = 𝑤 × 𝑣𝑘

𝑖 + 𝑐1 × 𝑟𝑎𝑛𝑑 × (𝑝𝑏𝑒𝑠𝑡𝑘
𝑖 − 𝑥𝑘

𝑖 ) + 𝑐2 × 𝑟𝑎𝑛𝑑 × (𝑔𝑏𝑒𝑠𝑡𝑘 − 𝑥𝑘
𝑖 ) 

(15) 𝑥𝑘+1
𝑖 = 𝑥𝑘

𝑖 + 𝑣𝑘+1
𝑖  

 

    In the above two relations, 𝑥𝑘
𝑖  represents the position (location) of the i th particle in the kth 

iteration, 𝑣𝑘
𝑖  the velocity of the i th particle in the kth iteration, w is the inertia coefficient, and c1 and 

c2 represent the individual and collective learning (acceleration) coefficients, respectively, and rand 

is a random value between 0 and 1. The basis of the MOPSO algorithm is almost similar to the PSO 

algorithm, with the difference that due to the multi-objective nature of this algorithm, it is no longer 

possible to talk about the existence of a best group experience. In MOPSO, we have a set of non-

dominant solutions. The non-dominant solutions obtained in each repetition of this algorithm are 

stored in a memory with a limited capacity and based on the criterion of diversity; they will have a 
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chance to be selected as the best solution or the best group experience. If the memory of the Pareto 

solutions reservoir is full, some non-dominated solutions are removed from the memory based on 

their diversity index. 

    One of the advantages of the MOPSO algorithm is its high search speed compared to other multi-

objective algorithms. MOPSO uses a simple method to classify Pareto solutions based on diversity 

criteria. It first divides the solution space into square and cube-shaped grids. The number of these 

grids is a control parameter that is determined by the decision maker or expert or with the help of test 

setup methods.  

    Now, we will describe the steps of the MOPSO algorithm. 

Step 1: Create the initial population of particles. 

Step 2: Identify the non-dominated solutions and update the Pareto solution reservoir. Note that by 

gridding the solution space, the solutions with best diversity index are stored in the reservoir. 

Step 3: Using the roulette wheel, choose one of the available non-dominated solutions in the reservoir 

by chance as the best group experience. In this research, if the best individual experience of each 

particle does not dominate the best experiences of that particle in the previous iterations, we randomly 

select one of the Pareto values from among the previous solutions as the best individual experience 

of that particle. 

Step 4: Using equations (14) and (15), update the position of the particles. 

Step 5: Compare the new non-dominated solutions with the existing solutions in the reservoir and if 

any of the solutions are dominated, remove it from the reservoir. In the case that the number of non-

dominated solutions remaining in the reservoir is greater than the capacity of the reservoir, then we 

eliminate the solutions that have less diversity. 

Step 6: If the stop condition is met, stop the algorithm, otherwise return to the step 2. 

 

4.2.  NSGA II algorithm  

The multi-objective genetic algorithm with non-dominated sorting or NSGA II is a multi-objective 

version of the genetic algorithm [42]. The basis of NSGA II algorithm is based on two concepts of 

Pareto fronts and crowding distance. The solutions in the Pareto fronts are ranked based on the 

crowding distance criterion. Congestion distance actually measures the amount of density of solutions 

around a particular solution. The more a solution is located at a distance from its neighboring 

solutions, the more unique that solution is and is better than other solutions. The lower the solutions 

are placed in the front and the greater the crowding distance, then that solution will have a greater 

chance for the cross over operation and the production of a new generation. The steps to implement 

the NSGA II algorithm are as follows: 

Step 1: Construct the population of the initial solutions. 
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Step 2: Classify the solutions based on the two criteria of the Pareto front and the crowding distance 

and assign a chance to each solution based on these two criteria.  

Step 3: Using the roulette cycle, select the solutions to apply the cross over operation and produce a 

new generation. 

Step 4: Among the solutions with the same parents, select a number of solutions randomly with equal 

chance and apply the mutation operator to create a new generation of solutions. 

Step 5: Consider the solutions obtained from cross over and mutation operator with the previous 

solutions and rank them again based on the criteria of Pareto front and crowding distance. 

 Step 6: If the stop condition is met, stop the algorithm, otherwise   return to the   step 2. 

    In the following, the method of defining the solution vector in the two MOPSO and NSGA II 

algorithms as well as the cross over and mutation operators used in the NSGA II algorithm are 

introduced. 

 

4.3.  Solution vector in NSGA II and MOPSO algorithms 

    The appropriate definition of the solution vector, while increasing the efficiency of the search 

operators, prevents the algorithms from getting stuck in the local optimal points. In this research, the 

Random Key structure has been used to display the solution vectors. Let  𝑛𝑠 as the number of jobs in 

the family s, then the number of optimal batches will be equal to ∑ ⌈𝑛𝑠/𝐵⌉𝑓
𝑠=1   [40]. The structure of 

the solution vector contains two parts, the first part consists of  ∑ ⌈𝑛𝑠/𝐵⌉𝑓
𝑠=1  cells and the second part 

have j cells.  A continuous random value in the range from 0 to 1 is assigned to each cell. The first 

part of the solution vector shows the sequence of batches on the machine, and the second part depicts 

how to assign different jobs to the batches. In order to make it clear how to extract the values of the 

decision variables from the proposed solution vector, assume that there are a total of 11 jobs in 3 

different families, so that jobs 1 to 4 belong to the first family, jobs 5 to 8 to the second family and 

the rest belongs to the third family. Also, assume that the maximum size of each batch (B) is equal to 

2 jobs. The number of batches in the optimal solution will be equal to ⌈4/2⌉+⌈4/2⌉+⌈3/2⌉= 6, and the 

length of the solution vector in this example will be equal to 11+6=17. Figure 1 depicts the solution 

vector of this example. 

 

Figure 1: An example of a solution vector 

Part one of solution vector Part 2 of solution vector 

Batch 

1 

Batch 

2 

Batch 

3 

Batch 

4 

Batch 

5 

Batch 

6 

Job1 Job2 Job3 Job4 Job5 Job6 Job7 Job8 Job9 Job10 Job11 

0.05 0.17 0.93 0.11 083 0.15 086 0.6 0.2 0.8 0.78 0.10 0.17 0.63 0.33 0.27 0.79 
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    We specify the sequence of batches by sorting the numerical values of the cells in the first part of 

the solution vector in ascending order. Thus, we will have the sequence of batches 1-4-6-2-5-3. The 

smallest value in the second part of the solution vector is the value 0.10 corresponding to the sixth 

job belonging to the second family, therefore we assign this job to the first batch, and the next smallest 

value is the number 0.17 corresponding to the seventh job. This job is also belonging to the second 

family, and due to the fact that the first batch is not completely filled, therefore, we assign this job to 

the first batch as well. In the next step, according to the value of 0.20, it is the turn to allocate job 

number three; this job is assigned to the second batch. According to the value of 0.27, the tenth job 

from the third family will be selected. This job is not in the same family as job number three thus is 

assigned to a new batch, the third batch. With the continuation of this process, all jobs are assigned 

to different batches.  

    Having sequence of batches and assignment of jobs to batches, the start and completion times of 

the jobs as well as the number of tardy jobs and energy consumption of the machine can be easily 

calculated.  

 

4.4.  Cross over operator 

    In this research, the continuous cross over operator is used to generate new offspring. Let X1 and 

X2 are the solution vectors of the first and second parent, respectively, and Y1 and Y2 as the solution 

vectors of the first and second offspring. Parameter θ is a continuous random value between 0 and 1. 

The two equations (16) and (17) explain the way new children are generated in continuous cross 

over. 

𝑌1 = θ × 𝑋1 + (1 − θ) × 𝑋2 (16) 

𝑌2 = θ × 𝑋2 + (1 − θ) × 𝑋1 (17) 

  

 

4.5.  Mutation operator 

    We have used the swap operator in order to make mutations in the solution vectors. First a solution 

vector is selected randomly. Then two cells of this solution are chosen randomly and their values are 

replaced with each other.   

 

5. Computational experiments 

    The 15 instances of the problem are generated randomly as [40] and [26]. These instances are 

divided in three classes of small, medium and large problems as Table 2. 
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Table 2: Randomly generated instances of the problem 

#  of jobs in a family Capacity of machine # of families #problem  

2 2 2 1 

sm
a
ll 

4 2 2 2 

6 2 3 3 

6 3 3 4 

9 3 3 5 

8 4 5 6 

m
e
d

iu
m

 

12 4 5 7 

16 4 7 8 

15 5 7 9 

20 5 7 10 

14 7 8 11 

la
r
g
e 

21 7 8 12 

28 7 10 13 

24 8 10 14 

32 8 10 15 

 

 

    The batch processing time of a family is generated according to a discrete distribution with values 

2, 4, 10, 16, 20 with probabilities 0.2, 0.2, 0.2, 0.3, 0,2 and 0.1, respectively. The cost of each unit of 

energy is generated based on a discrete uniform distribution in the interval 5 to 20. The amount of 

energy required by the machine to process a batch of a family is produced based on a uniform 

distribution in the interval of 20 to 50. The weight (importance) of jobs is generated following a 

continuous uniform distribution in the interval from 0 to 1. The number of planning periods is equal 

to the sum of the times required to complete the operation of all batches. It has been assumed that the 

due dates of the jobs have a discrete uniform probability distribution in the interval from 0.3t to t. 

5.1. Performance evaluation measures of multi-objective algorithms 

    In this research, six measures have been used to compare the solutions of the algorithms: 

1. The number of Pareto solutions. 

2. The quality measures. It measures how many percent of the solutions of each algorithm 

remain non-dominated. 

3. The distance from the ideal point. The ideal point is the point where each of the objective 

functions has its best possible value. In order to calculate the distance measures from the ideal 

we use the equation (18): 

𝑀𝐼𝐷 =

∑ √∑ (
𝑓𝑖𝑗 − 𝑓𝑗

∗

𝑓𝑗
𝑚𝑎𝑥 − 𝑓𝑗

𝑚𝑖𝑛)2𝑚
𝑗=1

𝑛
𝑖=1

𝑛
 

(18) 
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    In this equation, n is the number of Pareto solutions of an algorithm, m is the number of objective 

functions𝑓𝑖𝑗  is the value of the jth objective function of the ith Pareto solution, 𝑓𝑗
∗  is the ideal value 

for the jth objective function, and 𝑓𝑗
𝑚𝑖𝑛   and 𝑓𝑗

𝑚𝑎𝑥   are the minimum and maximum values, 

respectively. They display the jth objective function in the set of Pareto solutions. 

4. Spacing index: it measures the dispersion of non-dominant solutions by measuring the 

standard deviation of the distance of consecutive Pareto solutions on the Pareto frontier.  

5. Index of the greatest expansion: the length of the diameter of a set of Pareto solutions (Pareto 

frontier) is measured. In fact, this index measures the distance of the farthest Pareto solutions 

from each other. If we assume that 𝑓𝑖𝑗  is the value of the jth objective function of the i-th 

Pareto solution and m is the number of objective functions, then the maximum expansion 

index is calculated using equation (19): 

𝐷 = √∑(𝑚𝑎𝑥𝑖(𝑓𝑖𝑗) − 𝑚𝑎𝑥𝑖(𝑓𝑖𝑗))2

𝑚

𝑗=1

 (19) 

 

6. Time: the time index is the last measure used in this research to compare the proposed multi-

objective algorithms. Obviously, the shorter the execution time of an algorithm, the better the 

algorithm will be. 

 

5.2.  Setting the parameters of the algorithms 

    In this research, Taguchi's method has been used to adjust the parameters of two multi-objective 

algorithms, NSGA II and MOPSO. The seven control parameters of MOPSO algorithm are: 

• The number of iterations of the algorithm as a stopping condition (MaxIt) 

• Number of members of the population (nPop) 

• The capacity of the non-dominated solution reservoir (nRep) 

• Coefficient of inertia (w) 

• Individual learning coefficient (C1) 

• Coefficient of collective learning (C2) 

• The number of grids in each dimension of the solution space (nGrid) 

    By study the previous researches and with the help of trial-and-error technique, the different levels 

of the parameters are selected as Table 3. 

    By performing the 27 tests of the Taguchi method, the values for each of the parameters of the 

MOPSO algorithm in different problem sizes is obtained as Table 4.  
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Table 3: MOPSO different levels of the parameters 

parameters 

level 

low 

 

medium 

 

high 

 

𝑀𝑎𝑥𝐼𝑡 200 400 700 

𝑛𝑃𝑜𝑝 200 300 500 

𝑛𝑅𝑒𝑝 50 75 100 

𝑤 0.5 1 1.5 

𝐶1 1 1.5 2 

𝐶2 1 1.5 2 

𝑛𝐺𝑟𝑖𝑑 3 5 7 

 

Table 4: Parameters values of MOPSO 

 Proposed parameters values 

parameter Small size Medium Size 
Large size 

instance 

𝑀𝑎𝑥𝐼𝑡 200 400 400 

𝑛𝑃𝑜𝑝 200 500 500 

𝑛𝑅𝑒𝑝 50 75 100 

𝑤 1 1 1 

𝐶1 2 2 2 

𝐶2 2 2 2 

𝑛𝐺𝑟𝑖𝑑 5 7 7 

 

    It should be noted that the two objective functions investigated in this research are not of the same 

type. Therefore, first, both objective functions are normalized between 0 and 1, and then the index 

values are calculated. On the other hand, due to the fact that Taguchi analysis receives only one value 

as the result of the test, the suggested indices are normalized again between 0 and 1 after calculation. 

The way of normalization is that positive indices such as the index of the number of Pareto solutions, 

the largest value is mapped to 0 and the smallest value to 1, and the rest of the values are also 

normalized according to these two values in the range of 0 to 1. But for negative indicators, like time, 

the smallest value is mapped to 0 and the largest value to 1. After the normalization of each of the 

indicators, the indicators are multiplied by specific weights according to their importance from the 

point of view of the decision maker and are added together until at the end one number remains as 

the final score to be submitted to the Taguchi algorithm. The weights used for the indicators of the 

number of Pareto solutions, quality, distance from the ideal, spacing, maximum expansion and time 

are assumed to be 0.1, 0.3, 0.2, 0.2, 0.1 and 0.1, respectively. 

    The NSGA II algorithm has four parameters to adjust. These four parameters are: 

• The number of iterations of the algorithm as a stopping condition (MaxIt) 

• Number of members of the population (nPop) 

• Crossover rate (pCrossover) 
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Table 5: NSGA II different levels of the parameters 

Parameters 

Level 

Low Medium High 

1 2 3 

𝑀𝑎𝑥𝐼𝑡 200 300 500 

𝑛𝑃𝑜𝑝 200 300 500 

𝑝𝐶𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟 0.80 0.85 0.90 

𝑝𝑀𝑢𝑡𝑎𝑡𝑖𝑜𝑛 0.1 0.15 0.2 

 

Table 6: Parameters values of NSGA II 

 Proposed values 

Parameters Small instance 
Medium 

instance 
Large instance 

𝑀𝑎𝑥𝐼𝑡 200 500 500 

𝑛𝑃𝑜𝑝 200 300 300 

𝑝𝐶𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟 0.9 0.9 0.9 

𝑝𝑀𝑢𝑡𝑎𝑡𝑖𝑜𝑛 0.2 0.2 0.2 

 

• Mutation rate (pMutation) 

    Table 5 shows the suggested levels of each of the control parameters of this algorithm. The results 

of applying Taguchi's method for NSGA II are presented in Table 6. 

 

5.3.  Numerical results 

    To analyze the performance of the proposed algorithms, we will use the 15 random instances of 

the problem. Also, the six mentioned measures are used to compare the algorithms. The epsilon 

constraint method is used to find optimal solutions in small size instances. Gams software version 

24.1.3 was used to implement the epsilon constraint method and MATLAB 2015b software was used 

to implement MOPSO and NSGA II algorithms. Also, all methods are coded on Laptop with CPU of 

2.8 GHz.  

    First, we will examine the obtained Pareto frontier. Consider figures (2), (3), (4) and (5) that depict 

the Pareto front resulting from solving the third, sixth, thirteenth and fifteenth instances, respectively. 

Figure (2) shows that in the 3th instance, as one of the small size problems, all three algorithms had 

almost the same performance. The MOPSO algorithm has been able to outperform the other two 

algorithms by producing more Pareto solutions, although the solutions of the NSGA II algorithm and 

the epsilon constraint are better than the MOPSO algorithm in terms of quality and dispersion 

measure. But with the growth of the problem size, as can be seen from the three figures (3), (4) and 

(5), it is the NSGA II algorithm that overcomes the MOPSO algorithm, in fact, by increasing the size 

of the instances, the solutions obtained by NSGA II algorithm perform better than MOPSO algorithm 

in almost all measures. 
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    It should be noted that because the behavior of the developed algorithms in small sample problems 

is similar to the third problem, medium size problems are similar to the sixth problem and large size 

problems are similar to the 13th problem, their solution diagrams are not shown. 

 

Figure 2: Pareto frontier for instance 3 

 

Figure 3: Pareto frontier for instance 6 
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Figure 4: Pareto frontier for instance 13 

 

Figure 5: Pareto frontier for instance 15 
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    Table 7 shows the values of all six measures. In this table, the highlighted numbers (in full color) 

actually depict the best results obtained by different algorithms in different measures.  

    As can be seen from Table 7, it was the MOPSO algorithm that was able to obtain more Pareto 

solutions and recorded a better performance than the other two algorithms. But as it is clear from the 

quality index, the solutions obtained by the MOPSO algorithm, despite being more numerous, are 

dominated by the solutions of the epsilon constraint and NSGA II algorithms. From the point of view 

of the distance from the ideal, the epsilon algorithm has dominated the other two algorithms in small 

size of instances, but in medium and large sizes that the epsilon algorithm was not able to solve, it is 

the NSGA II algorithm that has dominated the other algorithm. In the spacing criterion, the two 

proposed meta-heuristic algorithms have similar performance and none of them has won over the 

other, but in the last two measures, especially the time criterion, the MOPSO algorithm can be 

considered the absolute winner of the competition with the NSGA II algorithm.  

    Table 8 show the solution method with the best and the worst performance of the solution methods 

regarding the six measures.  

    To summarize, it can be said that despite the higher speed of the MOPSO algorithm and the 
generation of more diverse solutions by this algorithm, the solutions obtained by this algorithm did 

not have the necessary quality and the Pareto frontier produced by the NSGA II algorithm was able 

to dominate the competitor's algorithm absolutely, especially in the large size problem experience.  

 

Table 7: The values of performance measures 

 
# pareto 

solutions 
Quality 

Distance from 

ideal point 
Spacing index 

Greatest 

expansion 
Time 

#
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1 2 2 2 100 100 100 1 1 1 0 0 0 1.41 1.41 1.41 2.2 40.5 46.5 

2 3 3 3 100 100 100 0.94 0.94 0.94 0.66 0.66 0.66 1.41 1.41 1.41 3.7 32.1 54.3 

3 4 10 5 100 10 100 0.83 0.91 0.84 0.07 0.16 0.12 1.32 1.34 1.32 15891 25.4 55.1 

4 4 5 4 100 60 100 0.84 0.78 0.84 0.34 0.32 0.34 1.41 1.41 1.41 223.3 21.8 54.6 

5 5 9 9 100 55.5 88.8 0.69 0.71 0.71 0.10 0.09 0.09 0.97 1.22 1.41 25601 93.6 107.8 

6 -- 10 10 --- 0 100 --- 0.60 0.51 --- 0.08 0.12 --- 1.01 1.10 --- 146.3 542.4 

7 -- 2 5 --- 0 100 --- 0.92 0.51 --- 0 0.14 --- 1.07 1.00 --- 194.7 583.5 

8 -- 15 15 --- 0 100 --- 0.80 0.35 --- 0.07 0.05 --- 1.13 0.75 --- 217.3 590.4 

9 -- 7 4 --- 0 100 --- 0.85 0.28 --- 0.44 0.10 --- 1.15 0.50 --- 324.8 548.8 

10 -- 8 14 --- 0 100 --- 0.84 0.62 --- 0.10 0.14 --- 0.66 1.33 --- 315.0 591.4 

11 -- 6 8 --- 0 100 --- 0.99 0.67 --- 0.21 0.14 --- 0.86 1.19 --- 408.7 581.2 

12 -- 11 9 --- 0 100 --- 0.94 0.37 --- 0.07 0.07 --- 0.89 0.66 --- 487.7 600.2 

13 -- 23 22 --- 0 100 --- 0.71 0.42 --- 0.06 0.02 --- 1.19 0.79 --- 459.9 595.3 

14 -- 16 15 --- 0 100 --- 0.85 0.42 --- 0.07 0.09 --- 1.05 0.86 --- 456.5 592.3 

15 -- 7 13 --- 0 100 --- 0.94 0.36 --- 0.11 0.03 --- 0.91 0.70 --- 458.6 620.1 

 

 [
 D

ow
nl

oa
de

d 
fr

om
 io

rs
.ir

 o
n 

20
26

-0
1-

30
 ]

 

                            17 / 21

http://iors.ir/journal/article-1-795-en.html


18 Ladan al-sadat Mousavi and Fariborz Jolai 
 

Table 8: The best and the worst proposed solution methods 
Measure of performance The best method The worst method 

Time MOPSO Epsilon Constraint 

Greatest expansion MSPSO , NSGA II Epsilon Constraint 

Spacing index MSPSO , NSGA II Epsilon Constraint 

Distance from ideal point NSGA II Epsilon Constraint 

Quality NSGA II MOPSO 

Number of  pareto solutions MOPSO Epsilon Constraint 

 

 

6. Managerial insights 
 

    This research well showed for managers the importance of considering the reduction of energy 

consumption in production planning.   Numerical experiments showed that we may implement a 

schedule that has a minimum weighted of tardy jobs, but imposes a high energy consumption on the 

workshop and vice versa. 

    Often the workshop managers' values are in conflict with the customers' values, and we must to 

choose a schedule based on a compromise between these values. This research presented a 

mathematical model and two meta-heurists to achieve this compromise. 

    Another point is that without any new investment, the managers could improve the performance of 

their workshop. 

 

7. Conclusion and future research direction 

    In this research, a bi-objective scheduling problem of incompatible jobs families with the same size 

on a batch processing machine with limited capacity was investigated. The first objective function 

pays attention to the customer's interests and is equal to the minimization of the total weighted number 

of tardy jobs. The second objective function considers the interests of the job shop owner and is equal 

to the minimization of the cost of electricity consumed by the batch processing machine under the 

time-dependent electricity pricing policy. 

    To find the optimal solutions, a bi-objective integer mathematical model was developed and the 

epsilon constraint method was used to reach optimal Pareto solutions of the problem. Also, two meta-

heuristic multi-objective methods NSGA-II and MOPSO were presented to solve problems with 

medium and large sizes and find Pareto solutions close to optimal. 

    The performance of the developed model and methods was evaluated based on six conventional 

criteria in the literature on multi-objective optimization on 15 sample instances of the problem that 

were randomly generated. The computational results showed that the mathematical model is only able 
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to solve small-sized problems in a reasonable time, and the NSGA-II algorithm has a better 

performance than MOPSO in most of the evaluation measures, despite the high computational time 

in most of the evaluation samples. 

    There are many areas for further research. Including considering the job shop environments of 

parallel machines and flow shop, considering jobs with different sizes and dynamic arrival time, and 

modeling the problem in uncertain conditions. 
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